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Abstract. This paper discusses the results of an exploratory study
aimed at investigating the impact of conversational agents (CAs) and
specifically their agential characteristics on collaborative decision-making
processes. The study involved 29 participants divided into 8 small teams
engaged in a question-and-answer trivia-style game with the support of a
text-based CA, characterized by two independent binary variables: per-
sonality (gentle and cooperative vs blunt and uncooperative) and gender
(female vs male). A semi-structured group interview was conducted at
the end of the experimental sessions to investigate the perceived util-
ity and level of satisfaction with the CAs. Our results show that when
users interact with a gentle and cooperative CA, their user satisfaction is
higher. Furthermore, female CAs are perceived as more useful and satis-
fying to interact with than male CAs. We show that group performance
improves through interaction with the CAs, confirming that a stereotype
favoring the female with a gentle and cooperative personality combina-
tion exists in regard to perceived satisfaction, even though this does not
lead to greater perceived utility. Our study extends the current debate
about the possible correlation between CA characteristics and human
acceptance and suggests future research to investigate the role of gender
bias and related biases in human-AI teaming.

Keywords: chatbot, conversational agents, human-AI teaming, gender stereo-
types

1 Introduction

The design of systems to support decision making, also known as Intelligent
Decision Support Systems (IDSS) [24, 49], has a long tradition in the field of
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Artificial Intelligence (AI). Here, a decision can be framed in abstract terms as
the problem of an agent (a human being or a machine) aiming to move from a
current state to a more desirable one by choosing among a set of alternatives
[50, 57].

Early examples of IDSS include expert systems used to recommend actions
in business processes and help making diagnosis in medicine [44]. More recent
applications rely instead on Machine Learning methods, such as artificial neural
networks, which have recently achieved impressive performance in several tasks
ranging from clinical decisions [19, 63] to question answering [20, 9]. The integra-
tion of AI and, in particular, ML-based predictive models into decision making
has rapidly spread not only within firms and institutions but also among indi-
viduals. Nowadays, people continuously interact with IDSSs to make decisions
about their private and social life [23]. Common examples include interactions
with so-called virtual assistants, also called conversational agents (CA) to stay
updated on the latest news or weather conditions, to choose what music to lis-
ten to, where to go to buy food or to plan and organize appointments [51, 3, 59].
Usually, when a CA is text-based and interacts with human users via natural
conversational language is also called chatbot [61].

In this paper we investigate how a text-based CA can influence user be-
haviour in the context of collaborative decision making. In particular, we focus
on the interplay between CA’s (perceived) personality and gender to see how
these characteristics affect the performance of decision makers in contexts of
human-machine teaming. To this aim, we present the results of an exploratory
study in which different CAs were aggregated to eight small human teams tasked
with solving trivia quizzes, as a prototypical, but realistic, example of an IDSS-
supported decision-making setting. The design and assessment of our user study
were motivated by the following research questions:

– R1: How does CA’s (un)cooperativeness affect group’s decision making?

– R2: Does CA’s gender play a role in group’s performance and people’s atti-
tude?

– R3: Does the interplay of gender and personality generate any significant
difference in people’s behaviour?

The rest of this article will be structured as follows: in Section 2 we present a
discussion of related works dealing with the use of CAs in collaborative settings
focusing on personality and gender; in Section 3 we detail our experimental
setting and the statistical tests (experiment 1: baseline trust -subsection 3.1;
experiment 2: collaborative sessions -subsection 3.2; experiment 3: trust and
usability perception in AI - subsection 3.3; experiment 4: semi-structured group
interview - subsection 3.3); in Section 4 we present the results of our experiments,
while in Section 5 we summarize our main findings, discuss their relevance and
describe possible future work and research directions.
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2 Related work

2.1 Cooperation with Intelligent Decision Support Systems

The use of IDSS at work or in daily life is part of a broader paradigm aiming
at partnering humans and computers to perform more or less routine tasks.
Historically, two main approaches have been acknowledged in the development of
human-computer collaboration. On the one hand, there is the so-called “human
emulation approach”, which tries to endow computing systems with human-
like abilities to enable them to act like humans; on the other hand, there is
the “human complementary approach”, which builds collaboration upon a clear
division of labour relying on the distinct abilities of humans and computers [64].
Note that, when designing human-AI collaboration, the focus on replacement
as a means of compensating for human limitations often overlooks the fact that
replacement is not the only nor the most effective way to compensate for human
constraints [30]. Human abilities may be enhanced rather than replaced by AI
[30]. The primary property of “superminds”, as defined by Thomas Malone, is the
“collective intelligence”, i.e. the capacity to accomplish feats that no member of
the group could have accomplished on their own [39]. The most important use of
computers is to enable people and computers to work together more effectively
than they could individually [39]. For this reason, looking at how AI impacts
human collaborative tasks could give us important information on the present
and future role of AI systems within society.

IDSS are special forms of collaborative systems, in that they imply the pres-
ence of one or more human users who interact with a computational agent to
make decisions. A key question for IDSS, like other collaborative efforts, is as
to whether the computing partner improves the performance of the user in ful-
filling the decision task. Interestingly, as early as 1980s [60] reported empirical
evidence that the consultation of IDSS can be effective also in group decision-
making. Recent studies showed that the use of machine learning models can
improve the performance of human predictions in pretrial release and financial
lending [35, 25]. Also in medical screening good interaction protocols between
humans and AI “can guarantee improved decision performance that easily sur-
passes the performance of individual agents, even of realistic super-human AI
systems.”[11]. In spite of these empirical evidence, there are fewer works explor-
ing the effects of CAs on the performance of human decision making - previous
studies investigated similar topics with respect to specific tasks or domains [71,
5, 69].

So far scientific research has studied how people interact with and perceive
CAs [2], as well as advancing the technology behind them. For instance, a
Wizard-of-Oz field study, where a human-assisted chatbot interviewed job seek-
ers through text-based interaction, found that a human-assisted chatbot that
did not interpret much user input and kept the discussion brief and shallow, but
was eager to learn from the interaction, was seen as honest and engaging [73].
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2.2 Chatbot Gender and Personality

A vast literature focuses on chatbot’s personality to study different aspects of the
interaction, e.g. to see how users’ preferences change depending on the task [53].
Chatbot personality is defined as the stable pattern that dictates the behaviour
of a CA [13, 70, 62], playing a crucial role in its perception by users and its level of
acceptability [58], even possibly determining whether users will wish to interact
with the chatbot again. [13] Personality can be embedded into a CA by using
different channels [33], e.g. what contents it provides and how it speaks, and
expressed by different linguistic styles [48].

Personality has been found to offer consistency to the interaction [13, 46],
helping users feel that they are talking to only one person throughout the con-
versation [62]. Personality also improves the chatbot user experience [62] by
enhancing conversational agents’ likability and humanness, [65] as a pure infor-
mation exchange gives way to a more empathetic and self-referencing language
style, which is generally preferred and perceived as more realistic, [65] in partic-
ular when displaying agreeableness. As observed by [66], displaying humbleness,
as well as friendliness, increased users’ perceptions of personalisation and social
presence, resulting in greater experience satisfaction. [62] In the case of peda-
gogical chatbots investigated by [34], students who worked with the CAs that
expressed positive emotions judged them as significantly more facilitating to their
learning and as more engaging than did students with bots expressing negative
emotions. Such effects imply that designers can learn to control, through chatbot
personality, how users attribute characteristics to the CA, and use humanness
to manage user’s expectations and trust. [62]

In some cases, specific personality models such as the Big Five, [62, 55],
Myers-Briggs [65] and DISC theory [32] are used to inform agent design decisions,
which in turn determine specific dialogue choices. [54] [27] explored the impact
of CA personality on teamwork using a collaborative gaming challenge where the
agent displayed two Big Five personality traits, extraversion and agreeableness,
utilizing both verbal and nonverbal cues. It appears that text-based mediated
communication may nevertheless display unique features that make up for the
lack of visual and vocal cues, [52] as [27] found that participants were able to
identify the personality traits as intended. Another relevant finding by [27] was
that CAs designed with explicit personality traits are likely to improve team
performance, in line with other research [29] stating that users enjoy chatbots
with distinct personalities.

The deployment of a chatbot that automatically infers a user’s Big 5 per-
sonality characteristics revealed a favourable impact on user interactions with
the chatbot interviewer [73]. Zhang and colleagues [72] showed that the use of a
conversational agent, which interacts with a user in a one-to-one text chat and
automatically infers the user’s personality traits based on the user’s behaviour in
the chat, can aid in team formation by providing insights into team performance
based on the personality traits of the team members. Furthermore, users were
found trusting of the CA, opening up and providing information throughout in-
teractions. In fact, responsiveness to user personality may elicit Fogg’s Similarity
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Principle, according to which people perceive more favorably a technology that
shares certain characteristics with them. [22]

During human-chatbot interaction, personality can also be inferred from
other anthropomorphic cues of the chatbot, such as visual representations [55]
that can include anagraphic traits such as age and gender, as well as race, so-
cioeconomic status and cultural belonging. This depth of characterization and
unique conversational quirks can lead to chatbot humanization, as it has been
shown by [29] that CAs with a personality were referred to with gendered pro-
nouns, while those without a personality were referred to as “it”.

2.3 Intersectional Issues: Subservient Female Personas and
Stereotypization

The connection between the gendering of conversational agents and their per-
ceived humanness may explain why most chatbots are designed to implicitly or
explicitly convey a specific gender. [21] Implicit gendering is based on minimal
gender cues present in the agent’s name or avatar, [21, 31] which can trigger the
illusion of agent gender and bring with it user preconceptions of behaviour and
identity, [31, 4] even when those cues are disembodied. [43] Gendered design is
the result of conscious decisions about how to best relate to, aid, or persuade the
user [28] and it carries the risk of perpetuating and amplifying gender bias [54]
by instrumentalizing stereotypes to design chatbots that feel more lifelike and
pleasant. [28] Anthropomorphization appears to be associated with feminization
[17]: most of the chatbots have female names, female-looking avatars, and are
described as female chatbots. [21, 40] Previous research posits that people in-
tuitively favor female over male bots, mainly because female bots are judged
as warmer, more human, and more likely to experience emotions and consider
our unique needs. [6] Female CAs mainly operate in service, companionship or
assistance related contexts and acting as personal assistants or secretaries, [17,
42, 28] therefore performing and automating female-coded work [17, 28] and ar-
ticulating these features with stereotypical behaviors. [1] While female personas
are often used in subservient contexts, male personas are often found in situa-
tions perceived as authoritative, such as an automatic interviewer, mentors or
motivators. [54, 42] Gendering CAs in this manner may reflect market research
(e.g., men preferring female CAs in all chatbot services according to [32], and
representations of women being perceived as more competent in caring and ser-
vice roles [17, 1, 14]) but, in the interests of gender equity, practices that embed
and perpetuate socially held harmful gender stereotypes should be avoided. [54]
Despite the potential positive impact of female AI in terms of technology ac-
ceptance, [6] this practice has been accused of sexism due to the reinforcement
of gender stereotypes and may contribute to women’s social alienation. [7, 54, 6]
CAs do not exist in a social, political, economic, and cultural vacuum [54] and
gender-related social stereotypes in the real world seem to be consistently pro-
jected to computing environments. [42] AI designers and policymakers should
consider that, while assigning female personas to AI objects can make these
objects seem more human and acceptable, actual women may in turn feel ob-
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jectified and dehumanized by these chatbots’ stereotypical gender performance
and subservient role. [6]

Having provided an overview of the state-of-the-art in the research on chat-
bot gender and personality, it appears that the dynamic interplay between these
two is severely under-investigated. A recent review of the literature on disem-
bodied text-based chatbots conducted by [16] identified the social characteristics
that chatbots should integrate, since these characteristics affect how users per-
ceive and interact with them, proving the significance of the chatbot’s perceived
identity and personality representations. Nevertheless, the dynamic interaction
between gender and personality appears not to have been explored in any of the
studies reviewed. A relevant study we found on this issue is the one by [34] on
virtual pedagogical companions, measuring and comparing the user perception of
male and female CAs expressing either consistently positive or consistently nega-
tive emotions (showing, for example, that when CAs expressed positive emotions,
students perceived the male chatbot more favourably than the female chatbot).
It is worth noting, however, that its publishing date predates of almost 10 years
the mass popularization of chatbots (identified with the ’year of the chatbot’
[18] that occurred in 2016) and today’s level of sophistication in Natural Lan-
guage Processing, as displayed by OpenAI’s GPT-3 and Google’s LaMDA 2.
This study aims at filling this gap in literature. The purpose of the user study is
to investigate how AI influences people’s attitude and performance when this is
used to support group decision-making. In particular, in our study we examined
how the gender and the personality of a CA can affect the performance and the
satisfaction of a group of people making collective decisions (such as giving a
representative best answer to general or specific knowledge questions).

3 Methods and materials

The user test was structured in three parts: in the first part, using a list of
randomly selected volunteers, we pretest participants’ baseline trustworthiness
in relation to the AI-generated pictures used to convey the CA’s gender, as well
as their trust and perception of CA; in the second part, we conducted eight col-
laborative sessions to study the interaction between participants and the CA; in
the third part, we administered a final questionnaire to collect the participants’
feedback on their experience, and, in addition, we did a semi-structured group
interview using a grounded theory analysis to supplement participants’ percep-
tions and experience of the collaborative sessions. The experiments combined
with questionnaires and qualitative analysis allowed us to measure and compare
different aspects of participants’ behaviour and, in particular, the utility and the
satisfaction they perceived when interacting with the CA.

3.1 First part: pre-test questionnaire

Baseline trust in each avatar In the study, the gender of the CA was also
conveyed in terms of a picture, so as to give participants an embodiment AI
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to interact with [38] (see Figure 1). The baseline trustworthiness of the images
generated by the AI was pretested in order to eliminate potential confounding
factors. To avoid racial stereotyping, respondents were also asked which ethnicity
was more likely to refer to the avatars, from four selected ethnicities (Caucasian,
African, Asian, Amerindian, Oceanic). Considering that the avatars were pre-
sented as ethnically ambiguous, they were expected to encompass more than one
ethnicity per avatar, therefore five possible items were included for four avatars.
We surveyed 57 students. A unique question about trustworthiness was asked:
“On a scale from 1 (very little) to 6 (very much) how much would you trust
this person?”. The survey was completed online via the LimeSurvey platform.
Non-parametric tests (i.e. Kruskall-Wallis test and Mann-Whitney U Test) were
performed to check statistically significant differences across the groups concern-
ing the perceived trustworthiness of the four avatars. The four images were not
different in terms of trustworthiness: the Kruskal-Wallis test failed to reject the
null hypothesis of equal trustworthiness (p=.1475). Similarly, results show that
males and females were deemed equally trustworthy: indeed, the Mann-Whitney
test failed to reject the null hypothesis of equal trustworthiness for the two male
and female avatars (p=.471 and .586, respectively). The trustworthiness scores
were also highly polarized toward high trustworthiness scores, showing that (in
general) the photos were deemed to be trustworthy (all photos have mean values
above 4): comparing the low and high end spectrum of the ordinal scale (scores
in 1-3 vs scores in 4-6), the two proportion test reject the null hypothesis of
non-polarization (p=0, 46 vs 182). The second male’s photograph was found to
be predominantly Caucasian (thus, assumed to not be associated with any racial
bias), while for the other three photos the difference in proportion (two propor-
tion test) between the two top-ranked alternatives (Caucasian and Asian, in all
cases) was never statistically significant (p=.99, .099 and 0.299, respectively).
Furthermore, interestingly, one in 6 male respondents and one in 20 female re-
spondents were unable to identify the most likely ethnicity. According to the
results, the AI-generated photos were not associated with racial stereotypes and
were all equally trustworthy, with no significant difference.

(a) (b) (c) (d)

Fig. 1: Images of the avatars
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3.2 Second part: Collaborative sessions

Experiments consisted of eight collaborative sessions during which the members
of each of eight teams played a quiz (similar to trivial pursuit) to compete
against the other teams. During the sessions, each participant had to give their
best answer to 24 questions (such as “In which U.S. state is Death Valley?”),
first individually (as a baseline) and then in group, by choosing one between 4
possible options. We recall that the goal of the tests was to understand whether
gender and the conversation register of the CA have an impact on user experience
and the group decision accuracy.

Twenty-nine participants (11 females and 18 males) joined the experimental
sessions. The participants were randomly selected among students attending
two degree courses: after they were shortly introduced to the experiment design
during class, they were free to sign up for the experimental sessions via the web
platform Doodle to swiftly find possible dates and times for the sessions to take
place. The students randomly converged on eight different session slots, therefore
forming eight groups. We plan to investigate in future work how the presence
of participants who already knew each other across groups can have an impact.
Each group participated in a different session and interacted with a version of the
CA characterized by a different combination of gender and personality traits (see
table 1 for a summary of groups). Specifically, each condition (i.e., combination
of gender and personality of a CA) was measured two different times (through
two different groups): indeed, each type of CA was considered in two different
sessions (and thus, two different groups of 3/4 participants each). The CA was
associated to one of the four avatars by defining a profile in Google Meet with
one of the static images shown in Figure 1.

We designed CAs personalities along two of the axes of the OCEAN frame-
work [37], also termed as the Big Five or Five-Factor model (FFM) [67], i.e.
extroversion and agreeableness. Multiple empirical studies confirm the univer-
sality of the FFM across languages, ages, and cultures, making it a reasonable
model for the study of personality in a variety of fields [41]. Our focus was on
these two personality dimensions (i.e. extraversion and agreeableness), since they
appear to be the most frequently used dimensions in the literature pertaining
to CAs imbued with purely textual personalities. As an example, in one study
[67] the authors developed three versions of a CA that is agreeable (agreeable,
neutral, and disagreeable) to assess the preferences of the users; another study
[68] used targeted manipulation of the text to show different levels of extraver-
sion (introverted, average, and extraverted), whilst [56] combine extraversion
and agreeableness to design the personality of the CA. We selected two person-
ality traits to represent each of the selected dimensions: blunt and uncooperative
against gentle and cooperative. Several characteristics were ascribed to each of
these dimensions in the literature (e.g.[8]), but an entire list appears to be lack-
ing. Therefore, we chose those traits reflecting the politeness and the helpfulness
for the personality of the CAs.

The user studies were carried out adopting a Wizard-Of-Oz approach (e.g.,
[10]) in which a human operator simulated the behaviour of the CA unbeknownst
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Table 1: Summary of experimental sessions
Gender and Personality Total no. of participants

Session 1: Blunt and uncooperative
Session 5: Gentle and cooperative

7

Session 2: Blunt and uncooperative
Session 7: Gentle and cooperative

7

Session 3: Gentle and cooperative
Session 8: Blunt and uncooperative

7

Session 4: Gentle and cooperative
Session 6: Blunt and uncooperative

8

to participants who were told to interact with a CA actually developed by other
students in the artificial intelligence and natural language processing class. To en-
sure realism of the CA’s answer we created different scripts reflecting 4 distinct
situations. Note that scripts were adapted to reflect two different personality
traits: gentleness and cooperativeness, on the one hand, and bluntness and un-
cooperativeness, on the other hand (see table 2 for examples of CA’s claims for
each situation). These scripts were ideated by two of the authors, with the other
authors annotating each proposed CA response with adjectives pertaining to the
two semantic domains of gentle and blunt. The final scripts are composed by the
CA responses that showed a higher degree of convergence by the authors. Due

Table 2: Examples of CA’s statements in 5 distinct situation

Situation - Script CA’s answer - examples
gentle and cooperative blunt and uncooperative

the CA provides an answer in re-
sponse to moderator’s question

“I don’t want to be too
bold but I would say an-
swer 3”

“I’m 100% sure it’s an-
swer 2”

the answer given by the CA has
been adopted by the group and is
correct

“We are a great team,
congratulations to all!”

“I knew it, too easy!”

the answer given by the CA has
been adopted by the group but is
wrong

“I am really sorry, I will
try to do better on the
next question.”

“I can’t always be the
one to answer right”

the answer given by the CA, which
was wrong, was not adopted by the
group and the group answered cor-
rectly

“Congratulations, you
are really good at geog-
raphy!”

“You have a lot of luck.”

the answer given by the CA, which
was correct, was not adopted by
the group and the group answered
incorrectly

“Mistakes happen, the
important thing is not to
lose heart!”

“Well, that’s to be ex-
pected”

to the covid-19 pandemic restrictions, experimental sessions were held online (on
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the platform Google Meet) and recorded with the participants’ consent. The ses-
sions lasted 85 minutes on average. The sessions were led by a game moderator
(or game master) whose role was to pose questions to participants and facilitate
the interaction between participants and the CA. A typical round of the game is
described as follows. First the moderator shows and reads out loud the question
to participants. Then, each participant answers individually reporting its own
response in an online form. Note that for individual answers we set up a time
window of 1 minute to minimize the risk of cheating. The moderator reports
the same question on the chat to get an answer from the CA. After the CA’s
response has showed up, participants are invited to discuss and give their final,
representative answer (again, in 1 minute), by either following or ignoring the
CA’s advice. A spokesman for the group states the final answer on the chat;
then the moderator gives the right answer; finally, the CA comments the group
outcome (on the basis of the predefined script, according to whether the group
answered correctly and followed its advice or not).

In the end, we simulated 4 CAs characterized by gender (female or male),
personality (blunt and uncooperative or gentle and cooperative), and different
accuracy rates, where accuracy refers to the appropriateness of the answer se-
lected by the CA. In particular, the selection of the CA’s response was selected
so as the blunt and uncooperative CA had a 50% higher accuracy than that of
the gentle and cooperative CA: in the case of the gentle and cooperative CA
the accuracy was 46%, while in the case of blunt and uncooperative CA the
accuracy was 71%. Note that the accuracy of both CAs was not communicated
to participants. We designed the blunt and uncooperative CA to have a slightly
higher accuracy than the gentle and cooperative one to evaluate the hypothesis
that CA personality alone could influence group accuracy irrespective of the CA
accuracy: in this sense, we wanted to verify if the greater degree of cooperation
exhibited by the gentle and cooperative CA could be able to offset the slight
decrease in accuracy as compared to the blunt and uncooperative one (which
could thus be conceived as a more knowledgeable but less cooperative CA).

3.3 Third part: Post-experiment questionnaire

Post-experiment trust and usability perception in AI A questionnaire
composed of 10 six-point ordinal items was administered at the end of the exper-
imental sessions to investigate the perceived utility and the level of satisfaction
with the CA. The questionnaire was administered through the online platform
Google Forms and was completed by 28 out of 29 students who were invited to
participate in our experiments. The questions were extremely simple, i.e. “How
useful was the AI during the quiz? ” and “How enjoyable was the interaction
with the AI?”. We specify that, by satisfaction, we refer in particular to the
enjoyability of the interaction.

Participant interviews A semi structured group interview [47] was conducted
after the collaborative experimental sessions by two authors. Questions were de-
signed to explore students’ perceived usefulness and satisfaction when interacting
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with the CA and to comprehend whether they believed that the group decision-
making they were a part of increased their overall performance by the use of
the CA. An additional question asked for their viewpoints after interacting with
CAs with varying personality traits and gender. The group interview session
lasted 30 minutes. The interview was audio recorded and transcribed for the
analysis by one of the author of the group interview. The qualitative analysis
was done using the grounded theory approach [45] by a third author; using the
transcribed text as a starting point, we constructed an initial coding scheme
and repeatedly grouped data according to the coding system in order to uncover
common themes. The concepts that emerged from the raw data were grouped
into the conceptual categories that we listed in Tables 4–5. Qualitative analysis
allowed us to expand and get further insights from users feedback regarding the
utility and satisfaction they perceived when interacting with the CA. Therefore,
we created a semi-structured interview by preparing questions as opposed to us-
ing previously validated questionnaires because we believed that this was more
consistent with the exploratory nature of our work.

3.4 Metrics

During the experiments (collaborative sessions) we measured: (i) individual ac-
curacy by counting the number of corrected answers on a total of 24 questions,
i.e. those reported by each participant in collaborative sessions (see 3.2); (ii)
group accuracy after the discussion among participant and CA’s advice. After
the experiment we measured the perceived utility and satisfaction reported by
the participants when interacting with the CA.

A non-parametric ANOVA test on ranks (i.e. Kruskall-Wallis test) was per-
formed to check statistically significant differences in the data collected across the
eight groups involved in the collaborative sessions. Similarly, a non-parametric
proportion test (i.e. Fisher exact test) was performed to compare the perfor-
mance of the participants in the different groups with the group performance
measured during the collaborative sessions. In both cases, we decided to ap-
ply non-parametric tests since the data were not normally distributed and were
express only on ordinal scales. Since this study was exploratory in nature, we
complemented our statistical significance testing with the estimation of the effect
size.

4 Results

In the following sections we report the results according to the two experiment
steps: the collaborative sessions and the final questionnaire. The full results
for accuracy, perceived utility, and satisfaction are reported in Figs. 2 and 3,
respectively.
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Fig. 2: Difference in accuracy, and 90% C.I., due to discussion (i.e., post-
discussion accuracy - pre-discussion accuracy).

Fig. 3: Boxplots for the utility and satisfaction with the CA, for all the partici-
pants. The leftmost boxplot depicts the raw reported scores across the four types
of CAs (in the plot, the scores for the two sessions corresponding to the same
CA have been put together); the rightmost boxplot represents the comparison
(i.e. the difference) in the above mentioned scores across the two main charac-
teristics of CAs: Gentle cooperative vs Blunt uncooperative and Male vs Female.
The scale in the second boxplot is expressed in units of difference rather than in
units of raw score values.

4.1 Collaborative sessions

The results of the collaborative sessions are reported in Table 3. The overall dif-
ference between the accuracies of the groups before and after discussion with the
CA was statistically significant (Wilcoxon test, p=.008) and the effect size was
large (RBC = 1). For groups 1 and 8 (who discussed with the male uncoopera-
tive CA) and groups 4 and 7 (who discussed with the female cooperative CA),
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Session Accuracy (pre) Accuracy (post) p-value effect size

1 34.72% 75% .008 .42
2 36.11% 50% .244 .21
3 40.28% 50% .561 .13
4 41.66% 75% .019 .38
5 41.67% 54.17% .563 .12
6 40.63% 45.83% .770 .09
7 39.58% 70.83% .040 .34
8 29.17% 66.67% .020 .38

Table 3: Results of the collaborative sessions, in terms of: pre-discussion accuracy,
post-discussion accuracy, p-value of the comparison between pre-discussion and
post-discussion accuracy, and the associated effect size (RBC).

the difference between the pre-discussion and post-discussion accuracy was sig-
nificant (see Table 3), while for other groups no significant difference was found.
Nonetheless, all effect sizes were small-to-medium or medium. Groups who dis-
cussed with a female or male CA reported the same group accuracy (61.46%).
The difference was not statistically significant (Mann-Whitney U test, p = 1.00)
and the effect size was negligible (RBC = .0). By contrast, groups who had
discussed with a cooperative CA reported a higher average group accuracy com-
pared to those who had discussed with an uncooperative one (62.5% vs 60.42%);
however, the difference was not statistically significant (Mann-Whitney U test,
p=.88), while the effect size was small (RBC = .13). Nonetheless, the groups
who discussed with the male uncooperative CA (sessions 1 and 8) showed the
highest improvement in terms of accuracy (40.28% and 37.50%), followed by the
groups who discussed with the female cooperative CA (sessions 4 and 7, 33.34%
and 31.25%).

4.2 Post-experiment experience

In terms of perceived utility, groups who interacted with a male CA reported
on average a lower perceived utility (mean= 3.00, sd=1.07) than groups who
interacted with a female CA (mean=3.86, sd=.91), and the difference was sta-
tistically significant (Mann-Whitney U test, p = .044) and associated with a
medium effect size (RBC = .43). By contrast, we found no statistically signifi-
cant differences (Mann-Whitney U test, p=.63) in the perceived utility between
groups who interacted with the cooperative CA (mean=3.36, sd=.97) and those
who instead interacted with uncooperative CA (mean=3.5, sd=1.18), which was
also associated with a small effect size (RBC = .11).

In terms of satisfaction, groups who interacted with a male CA reported a
lower satisfaction (mean=3.64, sd=1.29) than groups who interacted with a fe-
male CA (mean=4.14, sd=1.19), though the differences were not statistically sig-
nificant (Mann-Whitney U test, p=.275) and associated with a small-to-medium
effect size (RBC = .24). By contrast, groups who interacted with the cooper-
ative CA reported a higher satisfaction (mean=4.43, sd=0.73) than those who
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interacted with the uncooperative one (mean=3.36, sd=1.44), and the difference
was statistically significant (Mann-Whitney U test, p=.046) and associated with
a medium effect size (RBC = .43).

Table 4 and Table 5 show the results of our qualitative analysis. All of our
interviewees agreed that the CA could contribute to improving the overall per-
formance of the group. Some of them emphasized its significance and utility,
particularly in terms of confirming the group’s consensus on the answer to be of-
fered [R1]. They agree that the CA is most helpful for group performance when
no one knows what the right answer is, when there are different opinions, or
when the task at hand is more difficult [R2-R5]. The group agrees that the CA
is significantly more accurate than a human at selecting possible responses to
questions [R6]; therefore, the employment of CA is viewed as a support for the
group. The CA is regarded as a trustworthy member by [R7] since it allows them
to make an informed choice with a reasonable degree of confidence. A second
participant clarifies whether the CA is an additional member of the group: the
CA is not a part of the group; the respondents consider it an external element
of the group [R8-R9]. As noted by [R10], the perceived usefulness of the CA
is mainly influenced by the low persuasive ability the group attributes to the
CA. The vast majority of participants agree that an interaction based only on
answers given by the CA and constantly repeated by it, without any explanation
from the CA, tends to strengthen the idea that the CA is not an extra member of
the group, but rather merely a machine [R11]. Some respondents argue that this
aspect may override the perceived personality of the CA [R12-R13], although
the CA was designed with the intention of appearing human. This may result in
the personality aspect of the CA being ignored and the CA being regarded as,
regardless, a marginal member not actively involved in group decision-making
[R14].

Factors making the choices of the teams reliable

R1 “I think it was mainly useful to confirm the already established trend of the group [...]”.

Group decision-making scenarios that make CA support acceptable

R2
“I think it was especially useful for [...] or breaking those situations instead of total
doubt [...]”.

R3 “If we were in an impasse [...] we relied on it”.

R4
“For me it was partially cooperative because it was only taken into consideration if
there was doubt or if nobody knew anything. [...]. I noticed that we used it only in
case of doubt”.

R5 “Yes, more at the very level of numbers, [. . . ] it could have made a difference”.

Trust in the CA’s technical performance (accuracy)

R6
“Then we knew even before we started the experiment that it is statistically a little more
accurate than a person [. . . ]”.

R7 “[. . . ] that he could be trusted with a somewhat higher degree of confidence”.

Improving technology acceptance

R8 “[. . . ] It was an external component [. . . ]”.

R9 “[. . . ] There were four of us; he was not doing the fifth [. . . ]”.

Table 4: Semi structured group interview: post-experiment usability perception
in CA
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Improving the CA’s persuasive skills

R10
“[...] in my opinion the fact that [CA] gives the same answers as a person who
can also explain why that given answer makes a lot of difference [...]”

R11
“[...] for me it was trying not to be a machine but it was. [...] Also because when it said
it didn’t want to be arrogant, it said 2/3 times the same sentence...so one couldn’t tell if
he was more confident than the previous time it said it [...]”.

Connecting personality of the CA to design choices

R12
“[...] until the answers start repeating themselves [...] for example when it said ’I am
quite sure’ [...] as long as it said it the first time I could trust him, then after 2/3 times
I would say ’no’, better to trust the people who can also give explanations”.

R13
“I almost didn’t perceive the personality because the moment it repeated the same thing
three times and it did it the first three times practically, I think ok let’s ignore what it says
and just look at the answer and the degree of confidence”.

R14
“[...] personality has little impact because it is considered a CA anyway and no matter what
it says it remains a CA, so I don’t think he can be considered a human. So it will always have
a bit of a marginal position”.

Table 5: Semi structured group interview: post-experiment usability perception
in CA

5 Discussion and Conclusions

In this section, we discuss the results of our experiments. In subsection 5.1, we
present a discussion of the role of the CA’s personality traits for students’ per-
ceived usefulness and satisfaction when interacting with the CA; in subsections
5.2 and 5.3, we discuss the relevance of the findings to design.

5.1 The Role of Personality for Utility and Satisfaction

With regard to RQ1, our results indicate that interacting with CAs markedly
improves group responses in two specific cases: sessions 1 and 8, which involved
a male CA that was uncooperative, and session 4 and 7, which involved a female
CA that was cooperative. The experiment also revealed that interactions with co-
operative CAs resulted in more accurate group responses than interactions with
uncooperative CAs. This suggests that the CA’s gentle and cooperative person-
ality positively affects the group, resulting in better collective decision-making.
When we compare only personality traits (gentleness and cooperativeness vs.
bluntness and uncooperativeness) we found that the gentle and cooperative CA
had a higher level of satisfaction than the blunt and uncooperative CA, although
this is not confirmed in the case of utility. Specifically, we found that the gentle
and cooperative CA had the same level of perceived utility as the blunt and
uncooperative CA, as the difference was not statistically significant. Note that
the CAs display a different level of accuracy, which favors the blunt and unco-
operative CA by design, and yet, contrary to expectations, this did not result in
(statistically significant) diverging levels of perceived utility. The choice to give a
larger accuracy to the blunt and uncooperative CA was deliberate: in this sense,
the observed result is not paradoxical. Indeed, our initial hypothesis was exactly
that the greater level of cooperativeness of the gentle and cooperative CA could
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overcome the difference in accuracy, which was exactly what was observed (even
though the difference was not statistically significant). Moreover, we found that
the female CA led to a higher level of utility and satisfaction among the partic-
ipants than the male one. This seems to confirm that a stereotype favoring the
female with a gentle and cooperative personality combination exists in regard
to perceived satisfaction, but this does not lead to greater perceived utility. The
existence of a significant effect of the CA’s gentle and cooperative personality on
the enjoyment of the collaboration experience offers rooms for further analyses.
These results confirm previous studies on the role of a CA’s personality traits,
such as friendliness, on users’ perceptions [66] extending the positive effects to
users’ performance in group decision-making in line with [27].

5.2 CA Marginalization in Collaborative Decision-Making

The findings of our qualitative investigation (see section 4.2) suggest that CAs
who possess exclusively textual personalities are likely to exhibit more diverse
and nuanced textual interactions, which are primarily driven by explanations.
The absence of explanatory capacity exhibited by CAs renders them incapable
of exerting any persuasive influence. This impedes the manifestation of the CA’s
personality and its consequential impact on the group’s decision-making process.
Moreover, it hinders the integration of the CA into the group’s decision-making
mechanism as an adjunct member. The role of the CA is paradoxically marginal-
ized, resulting in a diminished utility as a tool for decision-making assistance.
The acceptance paradigm of the conversational agent is influenced not only by its
technical proficiency in accurately selecting responses, but also by its persuasive
ability to convey the personality of the agent to varying degrees. This suggests
that the design decisions must be made with great care in order to accurately
convey the personality traits with which the group will engage. On the other
hand, the lack of justificatory power of chatbots suggests that future research
should be designed according to the concept of explainable artificial intelligence
(XAI) in order to evaluate the impact of the explanation of their text-based
output on group decision-making.

5.3 The False (and Problematic) Trade-Off Between
Equality-Minded Design and Performance

With regard to RQ2 and RQ3, our results show that groups interacting with
female CAs had the same average response accuracy than those interacting with
male CAs, and the difference was not statistically significant. This means that,
although CAs with cooperative personalities enhance the group’s performance
and make the collaborative experience satisfactory, the gender variable, alone,
has no (statistically) detectable effect on the group’s decision-making process.
Indeed, as mentioned previously, our experiment revealed that interaction with
a female and cooperative CA (sessions 4 and 7) improves the group’s response
accuracy compared to the pre-discussion phase, i.e. the group’s decision-making
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process improves significantly when the two CA variables, gender and personal-
ity, are simultaneously in play. This holds true regardless of the accuracy rate
chosen during the CAs’ design phases, even for the male and uncooperative CA
(sessions 1 and 8). The data suggests that the interplay between the gender
variable and the assigned personality trait is what makes the difference in group
performance: while gentle and cooperative female CAs led to the highest reported
increase in response accuracy, the second-best gender-personality combination
was blunt and uncooperative male CAs. It is worth noting that enhanced per-
formance seems to be connected to specific gender-personality intersections that
directly trace back to stereotypical expectations of appropriate demeanour for
males and females. [15, 40] While women are traditionally associated with gentle-
ness and cooperativeness, the opposite traits are generally more accepted in men.
[36, 26] This troubling instance of bias-reinforcing, performance-enhancing char-
acteristics seems to be backed by market, as explored in Subsection 2.3. However,
while present, the statistical significance of the stereotype-performance correla-
tion is low. The risk of perpetuating stereotypes is not only unacceptable per
se, but it also appears to lack any performance justification. Equality considera-
tions and responsible design principles should be applied in the development of
conversational ethics, striving fore more inclusive and diverse designs.

5.4 Limitations and Further Research

Despite the reported interesting results, we believe some limitations of our study
must be addressed, in order to generalize our findings to more realistic settings.

First, since the study was conducted during the COVID-19 pandemic, only
online interaction had been considered in the design of the experiments. Obvi-
ously, an in-person experiment would have allowed us to analyze further aspects
of people’s attitude which could be facilitated by in-person interaction. However,
we note that the experiment being on-line allowed us to introduce the CA as
one among other participants in the sessions in a more realistic fashion.

Second, another limitation include the limited number of participants, and
consequently the reduced power of our study, as well as the lack of balance in par-
ticipants’ gender distribution (18 males and 11 females). Given the limited num-
ber of experiment participants, adding the condition of two non-antropomorphic
(one blunt, one cooperative) would have either required the definition of a larger
number of groups or diluted the power of our research. According to this view-
point, having demonstrated that the combination of gender and personality of
CA may have an impact on accuracy of the users, further research should be
conducted by increasing the sample size to determine whether or not the gender
of the CA can influence group performance. Similarly, future research should
expand the sample size in order to analyze the perceived utility and satisfaction
by participants according to their gender.

Third, in our experiment, we did not account for the impact of different
human-AI cooperative work protocols on group performance: in particular, due
to the selected study design, it was not possible to discern the effect of the AI
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support from that of discussion and collaboration alone. In a previous study, [12]
demonstrated that discussion alone can result in greater differential improvement
than any type of AI support. Further research should be conducted to determine
if different modes of cooperation and AI support have varying effects on group
performance.

As for further research, it could be illuminating to investigate the impact
of non-gendered, anthropomorphic CAs on group acceptance and performance,
as well as non-antropomorphic, agendered CAs. Likewise, the impact of design
decision on real-world male-female gender stereotypes ought to be investigated,
evaluating whether a worsening effect in gender bias occurs after interaction
with a stereotype-reinforcing CA, or else, whether the opposite occurs after
collaboration with a stereotype-defining CA. Gaining a better understating of
the impact of CA gender and personality on equality considerations would help
system designers reflect on design choices that could play a role in alleviating
(and preventing the worsening of) gender-related bias.
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seemed like an annoying woman”: On the perception and ethical considerations of
affective language in text-based conversational agents. In Proceedings of the 25th
Conference on Computational Natural Language Learning, pages 44–57, 2021.

66. T. Verhagen, J. Van Nes, F. Feldberg, and W. Van Dolen. Virtual customer service
agents: Using social presence and personalization to shape online service encoun-
ters. Journal of Computer-Mediated Communication, 19(3):529–545, 2014.

67. S. T. Völkel and L. Kaya. Examining user preference for agreeableness in chatbots.
In CUI 2021-3rd Conference on Conversational User Interfaces, pages 1–6, 2021.

68. S. T. Völkel, R. Schoedel, L. Kaya, and S. Mayer. User perceptions of extraversion
in chatbots after repeated use. In CHI Conference on Human Factors in Computing
Systems, pages 1–18, 2022.



22 F. Milella et al.

69. L. Wang, D. Wang, F. Tian, Z. Peng, X. Fan, Z. Zhang, M. Yu, X. Ma, and
H. Wang. Cass: Towards building a social-support chatbot for online health com-
munity. Proceedings of the ACM on Human-Computer Interaction, 5(CSCW1):1–
31, 2021.

70. H. Xiao, D. Reid, A. Marriott, and E. Gulland. An adaptive personality model for
ecas. In International Conference on Affective Computing and Intelligent Interac-
tion, pages 637–645. Springer, 2005.

71. J. Xiao, J. Stasko, and R. Catrambone. The role of choice and customization
on users’ interaction with embodied conversational agents: effects on perception
and performance. In Proceedings of the SIGCHI conference on Human factors in
computing systems, pages 1293–1302, 2007.

72. Z. Xiao, M. X. Zhou, and W.-T. Fu. Who should be my teammates: using a
conversational agent to understand individuals and help teaming. Proceedings of
the 24th International Conference on Intelligent User Interfaces, 2019.

73. M. X. Zhou, C. Wang, G. Mark, H. Yang, and K. Xu. Building real-world chatbot
interviewers: Lessons from a wizard-of-oz field study. In IUI Workshops, 2019.


