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Novel stable crystalline phase for the Stillinger-Weber potential
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Tetrahedral liquids such as silicon, germanium, carbon, water, and silica are an important class of materials
not only for industrial applications but also for our understanding of nature. The Stillinger-Weber potential is one
of the most popular models for computer simulations of these systems with tetrahedral coordination, with the
directionality of the interactions introduced via a three-body repulsive term which promotes locally tetrahedral
arrangements. This approach has been extended to various tetrahedral liquids, providing valuable insight into
the physics of group XIV elements and more recently water. Perhaps surprisingly, a consistent thermodynamic
picture of this class of models is still lacking despite their widespread usage. Here we fill this gap by computing
equilibrium phase diagrams for the silicon and water parametrizations and report a novel crystal structure which
dominates the models’ phase diagram at intermediate and high pressure, and thus warrants further theoretical and
numerical investigation. Our results redefine the phase behavior of an important class of tetrahedrally coordinated
systems, and also suggest that a more stringent test for simulation models is the ability to select the experimentally

relevant crystalline phases, as opposed to just reproducing their mechanical stability.
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I. INTRODUCTION

The Stillinger-Weber (SW) model is an iconic potential
used in computer simulation to understand complex liquids
with directional interactions. Originally proposed as an atom-
istic model for silicon [1], the SW model was shown to provide
a good description of both the bulk diamond crystal [2] and
the amorphous phases [3]. After the original parametrization,
the SW potential has found widespread applicability for also
modeling other group XIV elements, like germanium and
carbon. The basic idea is that these elements, apart from energy
and length scale differences, can be modeled by varying the
relative strength of the three-body interaction used to impose
local tetrahedrality, which becomes less strong with increasing
atomic number.

The strength of the three-body interaction term was also
shown to be the parameter that controls the glass-forming
ability of this class of models [4]. By decreasing the relative
importance of the three-body interaction with respect to
the isotropic attraction, it has been found that the stable
crystal phase at low pressure and temperature changes from
the diamond cubic (dc), to the B-tin crystal, and finally to
the body centered cubic (bcc). Importantly, as a function
of the three-body strength, the melting temperature has a
minimum where the dc, B-tin, and bcc structures compete
for crystallization, and where the system is a fragile glass
former. The analogy between this one-component eutectic
point and the pressure behavior of group XIV elements has led
to an experimental vitrification of metallic liquid germanium
[5]. This V-shaped temperature-pressure phase diagram and
the high glass-forming ability near the eutectic point are
characteristic features of tetrahedral liquids, or water-type
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liquids [6,7]. In this respect, the SW model provides a clear
example of the relationship between crystallization and glass
forming ability [6,8] in a context where the thermodynamic
behavior is well understood.

In recent years, potentials of the SW class have gained
popularity as coarse-grained models for complex liquids. A
recent successful example is the mW model for water, which
represents the water molecule as a monoatomic SW-like
particle with a three-body interaction strength intermediate
between that of silicon and carbon [9]. The model reproduces
with surprising accuracy the structure and anomalies of liquid
water at a fraction of the computational cost, and, differently
from atomistic models of water, can be easily crystallized
[10,11]. The SW potential has also been used to model
reduced-valence systems as a way to achieve equilibrium gels
[12], similarly to approaches based on patchy interactions
[13-15].

The SW potential plays a central role in topics as wide
as semiconductor bulk properties, water phase behavior, and
crystallization pathway, and the physics of arrested states, both
glasses and gels, in the presence of directional interactions.
Despite its importance, the phase diagram of this class of
potentials has not been thoroughly determined. For silicon,
thermodynamic calculations have focused on the low-pressure
melting line of the diamond crystal [16-19]. There is a
surprising lack of thermodynamic data at intermediate and
high pressure, where silicon is expected to undergo a dc to
B-tin transition [20-23]. Also for mW water most calculations
focused only on the dc and dh (diamond hexagonal) phases
[10,24]. Zero pressure melting calculations for different values
of the three-body interaction strength were performed by
melting of small clusters, and thus are likely to give a
qualitatively correct picture but possibly suffer from finite-size
effects [4]. Moreover, the tetrahedral nature of the SW potential
is compatible with countless crystal structures, and new
metastable phases are constantly being discovered [25-27],
and it is important to assess their thermodynamic role.
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In this work we systematically derive the equilibrium phase
diagrams for the SW potential with special focus for the
parametrizations for silicon and mW water. We selected the
candidate crystal structures from an extended list of lattices
that are known either from experiment or numerical predictions
for a collection of tetrahedral systems. Specifically, we try all
the ice forms [28], the stable and metastable phases of silicon,
silica (quartz), and all group XIV elements, as well as other
locally tetrahedral structures. We will show that the stable
phase for SW silicon and mW water at high pressure is not the
B-tin phase, as previously thought, but a novel crystal which
is named here sc16, with a simple cubic unit cell and 16 atoms
per unit cell.

II. METHODS
A. Numerical methods

In order to compute the phase diagrams we run Monte
Carlo simulations in the the canonical NV T or isothermal-
isobaric NPT ensembles. Trial moves in the former cases
are standard translation attempts, where the average size of
the translation attempt is adjusted at every state point with
short preproduction runs to yield a success ratio of roughly
0.4. Isothermal-isobaric simulations of the liquid phase also
involve standard volume-change attempts, on average 1 every
N translation attempts, where a small change in length scale is
attempted. Again, the average size of the volume move attempt
is automatically adjusted in short preproduction runs to yield
a success ratio of roughly 0.2. Importantly, we run isothermal-
isobaric simulations of solid phases, allowing fluctuations
in the box shape, i.e., allowing anisotropic responses to the
pressure [29,30]. As pointed out in Ref. [31], this is crucial
unless the solid phases is known to be cubic, which is the case
only for two of the studied structures.

All the systems are composed of approximately N =~ 1000
particles, a size large enough so that finite-size effects are
negligible.

We compute free energies and coexistence lines as outlined
in Ref. [31]. For the liquid phase, we use the Widom insertion
method [32] to compute the excess free energy of a liquid
state at relatively high temperature. This method is easy to
implement, but as discussed Ref. [33] it is very slow at
converging at low 7. We have found that, in all the models
studied, the Widom method is very reliable for 7 > 0.25,
allowing uncertainties in the (excess) free energy of the
liquid of the order of 0.001 kg7 per molecule within a few
hours of simulation time. Once the free energy of the liquid
phase is known at fixed N, T, and V, it is possible to use
thermodynamic integration (again, see Ref. [31]) to compute
the free energy in any state point where equilibration is
attainable.

The procedure to compute the free energy of a solid phase
is a little more complicated, although nowadays quite well
established. We use the Frenkel-Ladd procedure [33]. The
SW model is well suited for this technique, and it allows us
to achieve a relatively high accuracy, again of the order of
0.001 kgT per molecule. We point out that the three-body
potential does not require any special treatment.

To estimate the accuracy of our results, we have checked the
coexistence point obtained with two-phase direct coexistence
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[34], where simulations are started with a box that is half
crystalline and half liquid in the isothermal-isobaric ensemble.
Several simulations are run for the same value of P and
different values of T close to the predicted coexistence
temperature T.x from free-energy calculations. If 7 > Tioex
the solid half of the box will melt, otherwise it will grow. This
technique is quite accurate, although if the difference in free
energy between the two phases is small it is possible that either
the interface is slow at growing/melting or that simulations for
the same values of P and T can sometimes melt the crystal
and sometimes grow it. That is the origin of the error bars
in Fig. 3. Technically, one should keep the component of the
pressure perpendicular to the surface fixed and set the other
components to zero, but as discussed in Ref. [31] this hardly
makes any difference.

Hamiltonian integration is also employed to study the
melting line at zero pressure for different strengths of the
three-body interaction term.

B. The generalized SW potential

The SW potential [1] is composed of the sum of two-body
and three-body terms, with a dimensionless parameter XA that
controls their relative strength:

U= ZZU2(rij) +)~ZZZU3(I‘U,FM)-
i i i A k=)

The two-body term comprises a steep repulsion at very short
separations and a short-range attraction:

o= wfo(2) - o)

the three-body term is a directional repulsion which promotes
specific conformations in between triplets of particles, model-
ing the effect of directional interactions:

Us(rij,rir) = €[cos 0;j — cos 90]2
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The common parameters for the models considered in
this work are A = 7.049556277, B = 0.6022245584, p =4,
q =0, cosfy = —1/3. These are the parameters introduced
originally by Stillinger and Weber [1], with 6y enforcing
the tetrahedrality of the interactions. The parameter € sets
the energy scale, while o sets the length scale. For silicon,
€ = 50.003 kcal/mol and o = 2.0951 A. For mW water, € =
6.189 kcal/mol and o = 2.3925 A. In order to easily compare
the different parametrizations, we will use reduced units where
€ and o are the units of energy and length, respectively.
The only parameter that differentiates the models is thus the
strength of the three-body term XA, which is set to A = 21
for silicon [1] and A = 23.15 for water [9]. For convenience,
we provide here the conversions factors between the internal
units of temperature ([7']) and pressure ([p]) for both silicon
and mW water. [T siticon = 25 157 K, [plsiticon = 377 674 bars,
[T]mw = 3114.4 K, and [p]nw = 31400 bars.
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TABLE I. Crystalline structures considered in this work, divided
into three categories: (i) unstable, mechanically unstable crystals
for the SW potential; (ii) unfavorable, crystal structures with high
internal energies; and (iii) candidate, structures with low internal
energies for which we conduct full free energy calculations. For
each crystalline structure we report the results from the energy
minimization procedure. Where binary crystals are considered, only
the component with local tetrahedral symmetry is considered.
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Crystal Note

Cubic diamond, Si I, dc candidate
Hexagonal diamond, Si IV, dh candidate

bce8, Si III [35] transforms into sc16
st12, Ge III candidate

bce at high A melts into sc
fce, Si X very high pressures
bet5 [36] candidate

B-tin, Si Il [35] candidate

ice-11 unfavorable

ice-1I1 equivalent to st12
ice-IV unstable

ice-V transforms in B-tin
ice-i and ice-i’ [37] unfavorable

ice-VI unstable

ice-VII unstable

imma, Si XI [25] unstable

Ibam [26] unfavorable

Simple hexagonal, Si V [35] unfavorable

Cmca, Si VI [38] unfavorable

t12 [27] candidate

R8, Si XII [39] transforms into sc16
bt8 transforms into sc16
Simple cubic, sc unfavorable
Clathrate, Si34 [40] candidate

Clathrate, Si46 candidate

Clathrate, Sil36 candidate

Pyrite candidate
Marchesyte unfavorable

alpha cristobalite unfavorable

alpha low unfavorable

alpha N, unfavorable

C. Crystalline structures

We systematically investigated over 20 different crystalline
structures, chosen from the stable and metastable crystalline
states of silicon, water, and crystalline structures of other
materials with tetrahedral symmetry. The full list of crystalline
structures considered is reported in Table I. For each crystalline
structure we have conducted a steepest-descent energy min-
imization procedure for different values of the density and
for different values of the unit cell and crystal parameters.
Some crystals are not mechanically stable in the SW model,
as they either transform into other crystals during the energy
minimization procedure or form a disordered configuration.
Other crystals, while being mechanically stable, have internal
energies higher than the liquid state at all densities and were
thus discarded as high free-energy structures. We point out that
all the stable crystals have average energy per particle u very
close to the ground state energy u = —2e. For all the crystal

o|eo|/o|o|o(o|0|@
[ AL AE K JE BE BE B )
o|o|/o|o|o(o|0o|0
o|o|jo|o|0o|0|0 |0
o|o|jo|o|o(o|0|0e
o|leo|jeo|o|o|0o|0|e
o|o|jo|o|o(o|0|0e
[ AL AE AR JEBE AR AL
bcc
4 ¢ ¢ ¢ ® 0|0 ©0/6 0 L L
SEBEEY bl s
Sompet  ahbdddds SRS
© ©0/0 0/0 ¢0]/0 0]0 O
'o’o“o‘o““o’o“h'@\‘o’ 3. \ e 2 30303. s 4 ’0.0 ..° ..° .I°1. s
ERENE NP NE { 469 e
SENELPENS elelelelelels R 2 5 050 53
{.}{.}i.}:.}:.} obebetetetete OO OOOOOO00
0 0/0 0/0 0/0 0]0 0
t12 dh dc
0.0.0:.°0.o: .v;c};c v;o é.
;;2:.'0:::0'0' bege 9( b’ qp, @
5980 © oS0 ® 0 ;.}ﬂ. ”;.355.
o ]
o _obedo o % e e o
pge © Po® ° 2. 4 on
880 °o288,° ¢ 9,3:( Ul-_)ﬁé:
% % o
E} BT b

Si46

FIG. 1. (Color online) Low-free-energy crystal structures for the
SW and mW potentials. The first row shows the structures relevant
at high pressures (above the upper triple point): bee, B-tin, and sc16.
The second row shows the structures at intermediate pressures (in
between the triple points): t12, dh, and dc. The third row depicts the
clathrate phases, i.e., the crystals relevant at negative pressures: Si34,
Si46, and Si136. For each crystal the unit cells are bounded by black
lines.

structures that have energy lower than that of the liquid, we
performed full free-energy calculations in order to identify the
stable ones and compute the coexistence lines.

III. RESULTS AND DISCUSSION

In Fig. 1 we show the thermodynamically relevant crystal
structures for silicon and mW water. At high pressure (above
the upper triple point), the stable crystals are bcc, B-tin, and
sc16 at low, intermediate, and high strengths of the three-body
interaction, respectively. The relevant crystalline structures
at intermediate pressures (in between the two triple points)
are the t12, dc, and dh crystals. At negative pressures, the
relevant crystalline structures are the low-density clathrate
phases, Si34, Si46, and Si136.

A. The scl6 crystal

One of the main results of this work is the discovery
of the novel scl6 crystal phase, which is the stable phase
for these models at high pressure. The formation of this
phase was observed during simulations of the bc8 crystal,
which spontaneously transforms into the scl6 structure at
intermediate and high pressure. The sc16 crystal structure has
the same point symmetry as the bc8 crystal, but has a simple
cubic unit cell, instead of the body-centered unit cell of the bc8
structure. The transition pathway between the two crystals is
shown in Fig. 2, where each pair of atoms with separation
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FIG. 2. (Color online) bc8 and sc16 crystal structures. The trans-
formation path between the two crystals is indicated by the arrows.

(1/2,1/2,1/2) in the original bc8 structure is shifted by the
same amount along the separation vector (see the arrows in
Fig. 2). The space group of the sc16 crystal is Pa3, where
two atoms occupy the Wickoff position 8¢, with parameters
x1 and x,, respectively. We provide here the crystal structure
parameters for the state point P = 0.135 and 7 = 0.05 in
internal units. The lattice parameter is a = 3.14, and the atoms
positions in the primitive cell are x; = 0.328 and x, = 0.120.
For convenience, in Table II we provide real space coordi-
nates of the 16 atoms in the unit cell, which can be replicated
along the three axis to obtain a crystal of the desired size.

B. Phase diagram of SW silicon

The thermodynamic information we obtained is reported
in Fig. 3. We start the discussion with the phase diagram
of the original parametrization for silicon: The stable phases
are expected to be the clathrate phases at negative pressures,
the diamond cubic (dc) at low but positive pressures, and
B-tin at intermediate to high pressures [20,22]. We point out
that the hexagonal diamond phase (dh) is thermodynamically
equivalent to dc for this model, as already shown for mW [41]
and other short-range potentials [42]. The phase diagram is
shown in Fig. 3(a). The results agree with previous calculations

TABLE II. Unit cell of the sc16 crystal for the mW potential at
T =0.05 and P = 0.135. The unit cell has size L, =3.14, L, =
3.14, L, =3.14.

X y Z

1.03 1.03 1.03
2.60 0.54 2.11
2.60 1.03 0.54
1.03 0.54 2.60
0.54 2.11 2.61
2.11 2.60 0.54
2.11 2.11 2.11
0.54 2.60 1.03
0.38 0.38 0.38
1.95 1.20 2.77
1.95 0.38 1.19
0.37 1.19 1.95
1.19 2.76 1.95
2.76 1.95 1.19
2.76 2.77 2.77
1.19 1.95 0.38
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for negative and low pressures, and we attribute the small
differences to finite-size effects in the previously reported
results. At high pressure, instead, we find a new stable crystal
for the SW potential, the sc16 crystal, which preempts the
B-tin structure. For comparison with earlier results [22], we
also report the virtual melting line of the 8-Si phase and its
coexistence line with the dc and dh crystals [see the green
symbols in Fig. 3(a)]. We also note that this model is a crystal
former, and that the crystal which is spontaneously nucleated
is expected to be a random stacking of the dc and dh crystals.
Which nucleates first and what is the ratio of cubic to hexagonal
can depend on kinetic effects which are not reflected in the
thermodynamics.

C. Phase diagram of mW water

We next show that the sc16 crystal structure is also the stable
crystalline phase for mW water at high pressures. Apart from
dimensional units, the only difference with SW silicon is in
the strength of the three-body interaction, A = 23.15 (A = 21
in silicon). Overall, mW water is just a slight modification
of the silicon potential, and it is reasonable to expect a very
similar equilibrium picture for the two models. Indeed, this is
the case for the phase diagram reported in Fig. 3(b). The stable
crystalline phases of mW water are the same as the ones of
silicon: clathrates at negative pressures, hexagonal and cubic
ice (equivalent to dh and dc) at intermediate pressures, and
the sc16 crystal at high pressures. The melting temperatures
are higher, signaling that the liquid structure changes with the
increased directionality of the interaction, a point which has
been addressed very recently [43].

Comparing the phase diagram of the two models [Figs. 3(a)
and 3(b)], one can see that the stability domain of the
crystals increases from going from silicon to water: The
coexistence lines are located at higher 7" and the triple point
liquid/ice I;/sc16 moves to higher P. This provides a possible
explanation of the better crystal-forming ability of mW with
respect to SW: The higher melting temperature of the dc/dh
crystals allows significant supercooling at temperatures where
the dynamics is still fast. There is a difference in the pressure
dependence of the melting line of the dc/dh crystals, which
is stronger for silicon and weaker for water. Again, since the
crystal structure is virtually unaffected by the change of model,
this reflects changes in the liquid structure. Interestingly, a
metastable phase at low pressure for both models is the t12
crystal structure, originally proposed as an allotrope for group
XIV elements [27]. We recently found that this metastable
crystalline structure plays a crucial role in the homogeneous
nucleation of ice, in line with Ostwald’s step rule of phases
[41].

Our results show that the mW model, while it has been
shown to provide a good representation of water’s behavior
at low pressures, it is not a robust model of water at high
pressure where it fully retains the behavior of the silicon
model from which it was derived. We should note that all
high-pressure ice polymorphs have a high free energy in this
model, and some are not even mechanically stable, since they
are not local minima for the potential energy. This suggests
that to reproduce the complex high-pressure phase diagram of
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FIG. 3. (Color online) Equilibrium phase diagrams for the SW model in the silicon (a) and mW water (b) parametrization. In both cases,
the stable crystals at negative pressure are the Si34 and Si136 clathrates, which have the same free energy within our resolution. The Si46
clathrate is metastable. As expected, the low-pressure stable phases are the dc and dh phases (ice /. and I, in water nomenclature), again
thermodynamically equivalent for this class of models. The high pressure phase is the sc16 phase reported in this work. In (a) we also report
with dashed lines the metastable coexistence lines between the B-tin phase, which was thought to be the most stable phase, and dc and the
liquid phases. The red bars show coexistence points between crystals and liquid that that have been tested with direct coexistence simulations
precision, and the length of the bars shows the confidence interval. The green symbols and bars in (a) are the results of [22], where sc16 was
not reported. Dotted lines in (b) are the metastable continuation of the corresponding coexistence line.

water a representation that includes the hydrogens is probably
unavoidable.

D. Phase diagram as a function of AL

A further point worth investigating is the phase diagram
of the SW model class at P = 0 with varying X, reported in
Fig. 4 for A € [15,24]. The previous phase diagrams show that
decreasing A, going from water model to silicon, stabilizes the
fluid phase with melting lines shifting to lower temperatures.
The triple point also moves at lower pressures, so that the
high pressure phases gain stability with decreasing A. We thus
expect the diamond cubic phase to progressively lose stability,
eventually becoming metastable for low enough values of A.
This was addressed in Ref. [4], where it was shown that the
melting temperature, at zero pressure, has a minimum with

0.08 }
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FIG. 4. (Color online) Zero pressure phase diagram as a function
of the tetrahedrality parameter A. The continuous (black) lines are the
melting lines for the bce, B-tin, and dc phases (respectively at low,
intermediate, and high values of 1). Vertical dashed lines indicate the
value of A in models for germanium, silicon, and mW water.

decreasing A. This minimum is found when the stable phase
is the B-tin phase. It was observed that this minimum signals
a region of high glass-forming ability. At high values of A
the stable phases at P = 0 are both the dc and dh phases,
as we already showed for mW water and silicon. Decreasing
A stabilizes the liquid phase, with a progressive lowering of
the melting temperature, until a new stable phase, the S-tin
crystal, appears. With decreasing the strength of the three-
body interaction, the high pressure phases extend to lower
pressure, and in this regime the S-tin crystal becomes stable
with respect to the sc16 crystal. The stability domain of the
B-tin phase is small, extending in the interval 18 < A < 19.
At lower A the stable phase becomes the bcc phase, and the
melting temperature steeply increases with decreasing A.

IV. CONCLUSION

In summary, we have computed the equilibrium phase
diagram of the SW and mW models from full free-energy
calculations. Despite their importance, a consistent thermo-
dynamic picture was missing for both of these models. We
have also reported a new crystalline structure, sc16, which
is the thermodynamically stable crystal at high pressure
for both SW and mW. Testing whether this structure can
be experimentally relevant for some tetrahedral material or
whether it is compatible with a more detailed description of
silicon or water would be an interesting avenue of research.
Regarding the mW model, we should stress that while it
is successful at ambient pressure, its predictions should be
taken with care at higher pressures since its equilibrium
behavior diverges substantially from what has been found with
experiment and more detailed water models. We should stress
that the major technical difficulties in assessing the phase
diagrams of tetrahedral liquids lies in the large number of
possible stable crystalline phases that have to be considered.
A possible approach is to use special algorithms [29,30,44] to
identify crystal candidates and then study their thermodynamic
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properties. In this work we instead consider naturally occurring
crystalline structures, previously identified in the literature,
and systematically investigate their potential energy landscape.
This allowed us to identify a relatively small number of
candidate crystalline structures for which full free energy
calculations were conducted. For both silicon and water we
confirm the presence of stable open crystal structures, the dc
and dh phases at low pressures, and the clathrate phases at
negative pressures. The new crystalline phase sc16 preempts
the expected B-tin phase at intermediate and high pressures.
Despite the large number of crystalline phases which were not
taken into consideration in previous studies, our results support
the picture of the zero pressure phase diagram of the SW
model as a function of A [4], which displays an eutectic point
corresponding to a B-tin phase at intermediate values of A.
Finally, our results suggest that a stringent test for a simulation

PHYSICAL REVIEW B 90, 014204 (2014)

model is to check whether it is able not only to reproduce the
experimentally relevant crystals, but also to select the right
structures as the thermodynamically stable ones. Our work
also sheds light on which features of the interaction potential
are responsible for the selection of a particular crystal structure
of tetrahedral liquids.
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