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financial cycles, in different phases and disentangling the effects for different sector channels. A Bayesian

Panel Markov-switching framework is proposed to jointly estimate the impact of extreme weather events on

the economies as well as the interaction between business and financial cycles. Results from the empirical

analysis suggest that extreme weather events impact asymmetrically across the different phases of the econ-

omy and heterogeneously across the EU countries. Moreover, we highlight how the manufacturing output, a

component of the industrial production index, constitutes the main channel through which climate shocks

impact the EU economies.
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1. Introduction

In the last few years, several emerging markets and advanced economies have experienced one

form of contraction or another in their economic activities. This reality, among others, is of great

concern to policymakers and other stakeholders who continually seek a better understanding of

the mechanisms driving the economy in order to either mitigate or better manage the potential

adverse socioeconomic impacts arising from such economic realizations. Given this, the investiga-

tion of several shocks and disturbances (e.g. technological shocks, policy shocks, economic shocks,

etc.) as potential drivers of business cycles have been conducted. Recent studies (Acevedo et al.

(2018),Gallic and Vermandel (2020), Pfleiderer et al. (2019)), however, show that extreme weather

events have intensified with longer-lasting spells causing significant damage especially to health,

agriculture, economy and the ecosystems (Ciscar et al. (2011), Dell et al. (2012)). Similarly, the

fallout of the 2008-09 global financial crisis highlights how events in the financial market can impact

the real economy.

1
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In this paper, we limit attention to these two growing sources of macroeconomic fluctuations:

financial shocks and climate shocks. We analyse the impact of climate shocks (measured as monthly

temperature and precipitation variability) on short term fluctuations in the economic and financial

activities of a set of European Union (EU) countries over 1981 -2016. Since temperature and

precipitation are the two main weather attributes for characterizing changes in climate condition

and any dramatic variations in these factors may likely cause cascading effects on community,

ecosystem properties, and industrial production processes (see Arent et al. (2014) for a useful

summary of the impact of climate change on key economic sector and services), three contrasting

Climate Extreme Indices (CEIs) (Mistry (2019)) that account for (i) high temperatures (ii) drought

and (iii) very heavy rainfall events are considered in this study (see Section 4.1 for details).

We measure high temperature by considering the number of consecutive days per month for

which the temperature rises above a given temperature threshold (25◦C). As in Pfleiderer et al.

(2019), the purpose of the persistence concept introduced here is not to identify changes in heat-

wave conditions per se, but rather to investigate changes in the distribution of the warm days spells

on economic and financial activities. Following the recommendation by the Lincoln Declaration on

Drought Indices (LDDI) and the subsequent approval by the World Meteorological Organization

(WMO), we measure drought using the Standardized Precipitation Index (SPI) McKee et al. (1993).

As opposed to other complex measures of drought, the SPI is relatively easy to construct, requires

only monthly precipitation and can be compared across regions with obvious different climates.

Lastly, we measure heavy rainfall events by computing, on a monthly basis, the number of days

with rainfall exceeding 20mm.

Our empirical approach involves estimating a Panel Markov Switching (PMS) model that jointly

describes the cyclical behaviour of the EU economy at country-specific levels and an aggregate level

while taking the interaction with the aggregate financial cycle and climate shocks into consideration.

Dependence, among the different units (i.e., countries) in the panel, is captured by endogenous

time-varying transition matrices. Precisely, we propose a convenient linear parametrization of the

transition probabilities with a capacity of identifying the role played by both a global business

factor (expressed by the proportion of chains in a given regime) and a local factor (expressed

in terms of the state of the aggregate financial index). For the inferential exercise, we adopt a

Bayesian inference procedure that allows us to deal with latent variable estimation through a data

augmentation framework. We approximate the posterior distribution of the parameters and the

latent MS chains by an efficient Gibbs sampling scheme (see, for example, Frühwirth-Schnatter

and Kaufmann (2008)).

Our results from the empirical exercise are consistent with the literature on the relationship

between financial and business cycles. While the estimated degree of synchronization between
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financial and business cycle does not appear to be significantly different when climate shocks are

accounted for or not in the PMS model, we observe that ignoring climate shocks often result to a low

degree of pairwise synchronization among the business cycle. Further analysis suggests that climate

shocks have an uneven impact across the different phases of the economy and heterogeneously across

the EU countries. In particular, we observe, except for Greece, that the economies of countries

within Southern Europe (the region with the highest exposure to a long spell of summer days) are

negatively impacted by their exposure to a lengthy spell of summer days. The economies of France,

Belgium, and Denmark on the other hand respond asymmetrically (positively during a recession

and negatively during expansion) to high consecutive days of summer. Also, relative to the non-

drought-like climatic condition, moderate to extreme dryness seem to contribute negatively to the

IPI growth of most of the countries in Northern Europe. Besides, the economies of Ireland and

Finland tend to be favoured by drought during the recession but hindered during expansion. Lastly,

from the model selection exercise conducted, drought and precipitation indices appear to be the

two most relevant climate shocks to consider when assessing the co-movement between business

and financial cycle. Overall, France seems to be the only economy that is resilient to all the climate

shocks during the recession. To gain a better understanding of the observed heterogeneous and

asymmetric impact of extreme weather events on industrial production, we examine the impact

of weather extremes on the indices of the manufacturing sector. Our deduction from this exercise

indicates that the impact of climate shocks on the economy is mostly felt through the manufacturing

sector.

The paper is organized as follows. Section 3 introduces the PMS model and discusses inferential

procedure adopted. In Section 4 we provide an empirical application of our proposed model to the

industrial production indices for a selected set of European countries and a composite financial

index sampled at the monthly frequency from February 1981 to December 2016. The implications

of climate shocks on the economic variable is also presented in this section. Section 5 concludes

the paper.

2. Literature review

Several attempts have been made in the economic literature to evaluate the potential impact of

climate change on the economy (Burke and Miguel (2015), Dafermos and Galanis (2018), Dell et al.

(2014), Difenbaugh and Burke (2019)), with particular attention paid to its effect on the agricul-

tural system (Schlenker and Roberts (2009), Burke and Emerick (2016), Iizumi and Ramankutty

(2016), Gallic and Vermandel (2020)). Most of these studies have focused on analyzing the impact

of weather on economic activities by either using a theoretical model to assess its long-term effects

(Nordhaus (1991)) or by centering attention on both short and long-term effects using empirical
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analysis ( Buckle et al. (2007); Kamber et al. (2013) and Cian et al. (2019)). There have however

been strong objections (see Pindyck (2017)) to the use of theoretical models largely for their lack of

empirical foundation. In the instance that these models provide useful arguments for rationalizing

the long-term implications of climate, they become immaterial for short-run analysis at a busi-

ness cycle frequency. Contrary to this, empirical models have the capacity of providing important

quantitative insights on the short-term transmission channels. Identifying the channel(s) of impact

on the economy of the short term dimension of weather plays an important role in decision mak-

ing as policymakers are required to regularly manage short term adverse weather events having

significant implications (e.g. recessions, food security, currency depreciation, etc.). Recently Gallic

and Vermandel (2020) examined the role of drought conditions on agricultural production and

their implications for macroeconomic fluctuations in New Zealand. The authors document that

weather (drought) shocks account for more than a third of the Gross Domestic Product (GDP)

and agricultural output fluctuations in New Zealand. However, to the best of our knowledge, there

is no study of the impact of extreme weather events on the fluctuations in the economy through

industrial production.

While a sizeable number of research activities focused on the effects of industrial production pro-

cesses on global warming exists in the literature, there have been limited studies on the impact of

climate change and variability on industrial production. Colmer (2020) quantified the effectiveness

of labour reallocation in mitigating the economic consequences of weather-driven agricultural pro-

ductivity shocks. Sudarshan and Tewari (2014) provides empirical evidence suggesting that increase

in high temperatures will impact India’s non-agricultural sectors, especially manufacturing, with

an attendant negative influence on economic output through their impact on worker productivity.

Palutikof (1983) shows that seasonal extremes, in the form of severe winter and drought summer,

significantly impact Great Britain’s industrial output. While previous literature has attributed

aggregate losses in GDP to agriculture, Hsiang (2010) argues that even in Central American coun-

tries agriculture represents a small share of GDP and that non-agricultural sectors are also heavily

affected by temperature changes as well as extreme conditions experiences during cyclones. The

findings by the SYKE team at the Finnish Environment Institute on the impact of climate change

on industrial production1 suggest that climate change has no significant direct effect on Finland’s

other industrial sector (i.e. forest, food, and construction industries). However, the difficulty in

catering for the occurrence of extreme weather phenomena arising from changes in the climatic

conditions are still left unresolved. Further research is therefore recommended to assess the impacts

1 https://ilmasto-opas.fi/en/ilmastonmuutos/vaikutukset/-/artikkeli/79840ec2-4723-442b-a6b3-5a2ebc46f6da/

teollisuus.html#cli_authors

https://ilmasto-opas.fi/en/ilmastonmuutos/vaikutukset/-/artikkeli/79840ec2-4723-442b-a6b3-5a2ebc46f6da/teollisuus.html#cli_authors
https://ilmasto-opas.fi/en/ilmastonmuutos/vaikutukset/-/artikkeli/79840ec2-4723-442b-a6b3-5a2ebc46f6da/teollisuus.html#cli_authors
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of climate change on the Finnish chemical, mining, metal, and electronics industry (raw materials

or processes).

Our choice of the CEIs not only differs from other studies that employ deviations of annual

temperature and precipitation from the climatological mean2 (referred to as ’long-term climate

anomalies’, e.g. Kahn et al. (2019)), but are also better representative of the physical and socio-

economic impacts in various sectors (see Zhang et al. (2011); Heal and Park (2016); Mysiak et al.

(2018) and Mistry (2019)), and are therefore considered to play a more prominent role in our

modelling strategy focusing on economic and business cycles. While conventionally speaking, cli-

mate shocks refer to changes in environmental conditions over longer time-spans (e.g. increase in

average regional/global temperatures; rise in sea-levels, typically over at least 30 year periods), the

environmental shocks represented by the CEIs in our study are a blend of both shorter frequency

events and departure from long-term conditions. Moreover, during the near-recent 35-years of our

study period (1981-2016), the CEIs have been exacerbated by the acceleration in global warming

Seneviratne et al. (2012). We therefore refer to these CEIs in our study as ’climate shocks’ in lieu

of ’weather shocks’, but consider them to be indicators of extreme weather events or variations in

climate due to both natural and anthropogenic causes. It is also important to emphasize that while

reverse causality by way of expansion in industrial output and other anthropogenic activities are

documented to be the dominant cause of the observed warming since the mid-20th century (e.g.

see IPCC (2014)), our study focuses on the transmission channel of: climate-change –> variations

in extreme weather events –> impacts on the economy3.

In the study of the relationship between business and financial indices, some of the readily

asked questions relate to: the identification of the differences and common features of business and

financial cycles; the extent of synchronization between both cycles; the identification of economic

mechanisms that can explain the characteristics and differences of financial cycles relative to busi-

ness cycles. Empirically, it has been reported in the literature (see Hubrich et al. (2013), Borio

(2014), among others) that financial cycles have a longer duration, typically between 10 and 30

years, than a typical business cycle (7 and 11 years). This observation, generally, suggests that in

a stable macroeconomic environment, financial in-balance could go undetected. Other empirically

observed features include but are not limited to: higher amplitude in financial cycle relative to

the volatility in business indicator; greater symmetry in financial cycle phases than business cycle;

persistence in financial downturn and short duration in recession.

2 An exception is the SPI which by design represents the abnormal precipitation deficit in relation to the long-term
average conditions for a region, see McKee et al. (1993) for further details

3 Put another way, since we investigate business cycle fluctuations that are short term and not the long term trends,
we can expect an impact of CEIs on the business cycles and not vice-versa because there is a lag of at least 50/80 years
between economic activity, Green House Gas (GHG) emissions and changes in the distribution of extreme events
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Four approaches may be identified in the literature for studying the relationship between cycles:

the turning point analysis (see Harding and Pagan (2002), Claessens et al. (2011)); frequency-based

filters (see Hiebert et al. (2018), and Aikman et al. (2015), Galati et al. (2016)); model-based filters

(see Runstler and Vlekke (2017)); and spectral analysis techniques (see Schuler et al. (2017)). In this

paper, attention will be given to the model-based approach for modelling and assessing the degree

of synchronization between business and financial cycles. More specifically, following the report

by Borio (2014) (that financial cycles depend on financial regimes -liberalized market, controlled

market- and the state of the business cycle -expansion or recession-), and further evidence by

Claessens et al. (2011) (that business cycles are significantly dependent on financial cycle during

financial crisis), we propose a Markov-switching model in our study of the synchronization of

business and financial cycles.

Markov-switching (MS) models have been extensively used in macroeconomics and finance to

extract the different phases or regimes in a market environment. In the early days of its develop-

ment, attention was given to either its application to a univariate series, see Hamilton (1989), Billio

and Casarin (2010), Billio and Casarin (2011) and Billio et al. (2012), or to a small set of series

under the assumption of an homogeneous transition probability describing the behaviour of the

MS chain. There has, however, been growing interest to extend MS models to multivariate settings

because of the very important role played by large databases to forecasting. See, for illustration,

Bańbura et al. (2010) in Vector Autoregressive (VAR) framework, Stock and Watson (2014), for

turning point application, and Casarin et al. (2015) for forecast combinations. In view of this, a

dynamic panel model with variable-specific interacting Markov-switching processes is proposed in

this paper.

In the study of business cycle of large panel of countries, the potential of Panel Markov-switching

(PMS) models have often been leveraged on for analyzing the co-movement of country-specific

business cycles. PMS model has largely been favoured in the literature because of its capability not

only in characterizing the units-specific cycles, but also of its ability to showcase the importance

of aggregate business cycle and time-invariant components of the cycle transition. Inline with this,

Kose et al. (2003, 2008) document the common dynamic properties of the world business cycle

fluctuations employing a Bayesian dynamic latent factor model. Their results suggest that regional

components play only a minor role in explaining cycle fluctuations. However, recent studies suggest

that the world component is not enough to explain the business cycle synchronization. Francis

et al. (2012) find that when the regional component is defined differently from simple geography,

its effect becomes more important. Aastveit et al. (2015, 2016) explicitly introduce regional factors

into a global dynamic factor model. They find that both the global and the regional factors are

relevant in explaining the business cycle variation. Leiva-Leon (2014) proposed a new model that
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combines several bi-variate Markov-switching models and synchronization in order to create a link

of inter-dependencies business cycles. However, the model cannot assess the importance of global

and regional components in the cycle’s fluctuations.

3. A panel Markov-switching model
3.1. The model

Let yit ∈ R, t = 1, . . . , T be a sequence of monthly observations of industrial production growth

rates for i= 1, . . . ,N countries. Also, let xt ∈R, t= 1, . . . , T be a sequence of monthly observations

of a common financial variable. In the following PMS model specification we assume that each

economic variable, yit, i= 1,2, . . . ,N , follow a conditionally linear and Gaussian process with mean

and variance driven by 2-state Markov chain processes, {Sy,it}, i= 1,2, . . . ,N , with values in {1,2}

and with time-varying transition probability matrices, Pit. Similarly, we assume that the common

financial variable, xt, follows a conditionally linear and Gaussian process with mean and variance

driven by 2-state Markov chain process {Sx,t} with values in {1,2} and with time-varying transition

probability matrices, Pt. Regimes 1 and 2 respectively denotes recession and expansion.

The measurement equations are written as:

yit =
∑
k=1,2

I{k}(Sy,it)
[
Ψ′ikz

BC
it +σikεit

]
, εit ∼N (0,1), i= 1,2, . . . ,N, t= 1,2, . . . , T (1)

xt =
∑
k=1,2

I{k}(Sx,t)
[
Φ′kz

FC
t + τkηt

]
, ηt ∼N (0,1), t= 1,2, . . . , T (2)

where (zBCit )′ =
(
1, zBCi,2t , . . . , z

BC
i,mt

)
, and (zFCt )′ = (1, zFC2t , . . . , z

FC
t ) are, respectively, vectors of the

country specific and aggregate climate shocks and Ψik and σik are country-and-regime specific

parameters, and Φk and τk are the common financial-and-regime specific parameters. The symbol

IE(X) is the indicator function which takes value 1 if X ∈E and 0 otherwise.

We assume that the time-varying transition probabilities of each country-specific cycle and the

financial cycle do not only depend on their own past values but involve also the past regimes of

other countries and financial cycle chains in the panel. That is, the time varying transition matrices

Pit of the i-th country and Pt of the financial variable, respectively, have l-th row and k-th column

elements Pit,lk and Pt,lk defined as:

Pit+1,lk = P (Sy,it+1 = l|Sy,it = k,Sy,−i,t, Sx,t) (3)

Pt+1,lk = P (Sx,t+1 = l|Sx,t = k,Sy,t) (4)

representing the conditional probabilities that unit i and the financial variable, respectively, moves

to the regime l ∈ {1,2} at time t+1, Sy,t = (Sy,1,t, . . . , Sy,N,t)
′ is the set of country business cycles and
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Sy,−i,t = (Sy,1,t, . . . , , Sy,i−1,t, Sy,i+1,t, . . . , Sy,N,t)
′. The multivariate logistic transformation is widely

used in the literature for parametrizing an endogenous time varying transition model. However,

such specification implies a non-linear transformation of the parameters which makes inference

more difficult. It is then convenient to use a linear parametrization of the transition matrices:

Pit+1,lk = αipi,lk +βi(Sx,t− 1) + γimk (Sy,t) , i= 1, . . . ,N (business cycles transition) (5)

Pt+1,lk = αfpf,lk +βf (Sx,t− 1) + γfmk (Sy,t) , (financial cycle transition) (6)

with 0 < αi ≤ 1, 0 ≤ βi < 1, 0 ≤ γi < 1, 0 < αf ≤ 1, 0 ≤ βf < 1, 0 ≤ γf < 1, αi + βi + γi = 1,

αf + βf + γf = 1, i = 1, . . . ,N , interactions parameters and pi,lk and pf,lk transition probability

parameters such that pi,l1+pi,l2 = 1, pf,l1+pf,l2 = 1. The time-invariant component of the transition

probability, pi,lk detects the fixed component of country i’s business cycle, while pf,lk detects that

of the aggregated financial cycle. The time-varying component is driven by two factors: a global

business cycle measure mk(Sy,t) and a common financial cycle Sx,t. The global interaction factor

mk (Sy,t) is given by the proportion of chains in regime k at time t that is:

mk (Sy,t) =
1

N

N∑
j=1

I{k}(Sy,j,t) (7)

The second term on the right-hand side of Equation 5 represents the contribution of the aggregate

financial cycle on the country-specific business cycles while the third term represents the aggregate

global business cycle, measured by the interactions among the business cycles of the participating

units, on the country-specific business cycle. On the other hand, the second term in Equation 6 is

the reinforcement effect on the financial cycle, while the third term provides information on the

effect of the global business cycle on the financial cycle. Relative to the expected value of the time

varying transition probabilities of the country-specific economic cycles when the aggregate financial

cycle is in state 1 (recession), the parameters βi’s and βf , respectively, measures the contribution of

the expansionary (state 2) phase of the aggregate financial cycle on the country-specific cycles and

the financial cycle. The parameters γf and γi’s allows us to measure, respectively, the sensitivity

of the aggregate financial cycle and the country specific-business cycle to the fluctuation in the

aggregated EU business cycle.

As regards inference, we build on the Bayesian setting and the Markov Chain Monte Carlo

(MCMC) sampling for posterior approximation as in Billio et al. (2016) and Casarin et al. (2018).
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3.2. Bayesian inference

3.2.1. Likelihood function and prior distributions Let θ =

(Ψ, σ,Φ, τ, vec(P1)
′, . . . , vec(PN)′, vec(P )′, α1, . . . , αN , β1, . . . , βN , γ1, . . . , γN , αf , βf , γf ) be the vector

of parameters with
Ψ = (Ψ′11,Ψ

′
12, . . . ,Ψ

′
i1,Ψ

′
i2, . . . ,Ψ

′
N1,Ψ

′
N2),

σ= (σ11, σ12, . . . , σi1, σi2, . . . , σN1, σN2),

Φ = (Φ′1,Φ
′
2), τ = (τ1, τ2), ∀i= 1, . . . ,N

Let us define the allocation variables ξyk,it = I{k}(Sy,it), and ξxk,t = I{k}(Sx,t) to indicate the regime

k that the observation yit and xt belong to respectively and denote with v1:T = (v1, . . . , vT ) the col-

lection overtime of a variable vt, t= 1, . . . , T . By using the sequential factorization of the likelihood,

the complete-data likelihood of the PMS model writes as follows:

L(Y1:T ,X1:T , Sy,1:T , Sx,1:T | θ,Z1:T )

=
T∏
t=1

2∏
l=1

2∏
k=1

[(
N∏
i=1

fy(yit|zt, Sy,it,θ)ξyl,itP
ξyl,itξyk,it−1

it,lk

)
fx(xt|zt, Sx,t,θ)ξxl,tP

ξxl,tξxk,t−1

t,lk

]

=
T∏
t=1

2∏
l=1

2∏
k=1

[(
N∏
i=1

(2πσ2
il)
−
ξyl,it

2 exp

(
−ξyl,it

2σ2
il

(yit−Ψ′ilz
BC
it )2

)
(αipi,lk +βi(Sx,t− 1) + γimt,k)

ξyl,itξyk,it−1

)

×(2πτ 2l )−
ξxl,t

2 exp

(
−ξxl,t

2τ 2l
(xt−Φ′lz

FC
t )2

)
(αfpf,lk +βf (Sx,t− 1) + γfmt,k)

ξxl,tξxk,t−1

]
(8)

Given that a Bayesian model specification is not complete without the priors, we make the

following distributional assumptions about the priors for the unit specific and financial variable

parameters:

Ψil ∼MN (my,il,Σy,il) (9)

Φl ∼MN (mx,l,Σx,l) (10)

σ2
il ∼IG(αy,il, βy,il) (11)

τ 2l ∼IG(αx,l, βx,l) (12)

(pi,l1, pi,l2)∼Dir(δy,i1, δy,i2) (13)

(pf,l1, pf,l2)∼Dir(δx,1, δx,2) (14)

(αi, βi, γi)∼Dir(ϕy,i1,ϕy,i2,ϕy,i3) (15)

(αf , βf , γf )∼Dir(ϕx,1,ϕx,2,ϕx,3) (16)

with l= 1,2 and i= 1, . . . ,N , where IG(α,β) denote the inverse gamma distribution with param-

eters: α and β and Dir(δ1, . . . , δK) the K dimensional Dirichlet distribution with parameters:

δ1, . . . , δK .
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A commonly observed issue while dealing with Bayesian analysis involving Markov-switching

processes, is the non-identifiability of the parameters due to label switching. The identification issue

relates to the invariant property of the posterior distribution of the Markov-switching parameters

when the labels of the parameters are permuted. As a consequence, an identical set of marginal pos-

terior distributions is obtained for each switching component of the parameters. In addition, both

the MCMC simulation of the posterior distribution of the switching parameters and the interpreta-

tion of the switching parameters are affected. See among others Celeux (1998), Frühwirth-Schnatter

(2001), and Frühwirth-Schnatter (2006) for discussion on label switching and non-identifiability

issues as it affects MCMC based Bayesian inference. Several alternative approach are available in

the literature for handling this identification issue. We however follow the commonly used approach

in the macroeconomics literature by imposing a restriction on the intercept of each of the mea-

surement equations i.e. Ψi01 ≤Ψi02 for all i and Φ01 ≤Φ02. This approach is adopted because of its

ease and natural interpretation of the different states (e.g. recession and expansion) of the cycles.

3.3. Posterior simulation

The joint posterior distribution of the parameters θ and the latent variables Sx and Sy is:

π(θ, Sy, Sx | Y,X,Z)∝L(Y,X,Sy, Sx | θ,Z1:T )π(θ), (17)

where

π(θ) = π(σ)π(Ψ)π(τ)π(Φ)
N∏
i=1

π(αi, βi, γi)π(αf , βf , γf )

is the joint prior distribution. The derivation of the distributions and details of the sampling

method are provided in Appendix C. We develop a sampling algorithm based on the full conditional

posterior distributions. The Gibbs sampler iterates as follows:

1. Draw Sy,i1:T and Sx respectively from f(Sy,i1:T | Y1:T ,X1:T ,Z1:T ,θ, Sy,−i,1:T , Sx,1:T ) and
f(Sx | Y1:T ,X1:T ,Z1:T ,θ, Sy,1:T ), i= 1, . . . ,N .

2. Draw (αi, βi, γi), from f((αi, βi, γi) | Y1:T ,X1:T ,Z1:T , S1:T , (pl1, pl2)), i= 1, . . . ,N
where S1:T = (Sy,1:T , Sx,1:T ).

3. Draw (αf , βf , γf ), from f((αf , βf , γf ) | Y1:T ,X1:T ,Z1:T , S1:T , (pf,l1, pf,l2)).
4. Draw (pi,l1, pi,l2) from f((pi,l1, pi,l2) | Y1:T ,X1:T ,Z1:T , S1:T , (α1, . . . , α1N , β1, . . . .βN , γ1, . . . , γN)),

i= 1, . . . ,N , l= 1,2.
5. Draw (pf,l1, pf,l2) from f((pf,l1, pf,l2) | Y1:T ,X1:T ,Z1:T , S1:T , (αf , βf , γf )), i= 1, . . . ,N , l= 1,2.
6. Draw Ψil and Φl, respectively from f(Ψil | Y1:T ,X1:T ,Z1:T , Sy,i1:T , σil), and

f(Φl | Y1:T ,X1:T ,Z1:T , Sx,1:T , τl), i= 1, . . . ,N , l= 1,2.
7. Draw σil and τl, respectively, from f(σil | Y1:T ,X1:T ,Z1:T , Sy,i1:T ,Ψil) and

f(τl | Y1:T ,X1:T ,Z1:T , Sx,1:T ,Φl) i= 1, . . . ,N , l= 1,2.

Samples of the state trajectory corresponding to each of the unit-specific business cycle and

financial cycle are drawn by Forward Filter Backward Sampling (FFBS) scheme. See Frühwirth-

Schnatter (2006) for details of the FFBS. We note here, as presented in Appendix C, that the condi-

tional posterior distributions of the interaction parameters, (αi, βi, γi), i= 1, . . . ,N and (αf , βf , γf ),
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are directly proportional to a polynomial of three (3) variables of degree T + ϕy,i1 − 1 in α,

T +ϕy,i2− 1 in β, and T +ϕy,i3− 1 in γ. It may therefore be deduced that the conditional poste-

rior distribution of the interaction parameters is a mixture of Dirichlet distributions. However, the

weights and parameters of the mixture are not readily available or easily obtained. In-view of this,

Metropolis Hastings (MH) strategies are implemented for generating proposals for the interaction

parameters. More precisely, independent samples of the interacting parameters are generated from a

mixture of three (3) equally weighted Dirichlet distributions with parameters (T +ϕy,i1,ϕy,i2,ϕy,i3),

(ϕy,i1, T +ϕy,i2,ϕy,i3), and (ϕy,i1,ϕy,i2, T +ϕy,i3).

4. Empirical results
4.1. Data sources and description

We measure the business cycle of each of the 13 EU countries4 using a seasonally adjusted IPI, sam-

pled at the monthly frequency from February 1981 to December 2016 from the EUROSTAT/OECD

databases. To measure the financial cycle, we follow the strategy described in The Conference

Board (2011) and construct a composite financial index based on the three variables proposed by

Borio (2014) and Drehmann et al. (2012): Credit to private sector in real terms, Credit-to-GDP-

ratio and aggregate real property price measure reconstructed using single data on EU members

countries released by FED. This composite index serve as handy summary measure of the behavior

of the cyclical indicator and it tends to smooth out some of the volatility of individual series. The

use of composite index is consistent with the traditional view of the business cycle developed by

Burns and Mitchell (1946). In addition, composite financial indicator is a relevant component used

by authorities, such as the European Central Bank (ECB) or Bank for International Settlements

(BIS), in monitoring EU stability, and usually the decisions made by some of these authorities

can have a strong impact on the overall stability of the EU system, whereas industrial production

decisions are not centralized. Since these series are all seasonally adjusted and available only at

quarterly frequency, we implement the Chow and Lin (1971) procedure to transform the data into

monthly frequency. This procedure is undertaken to ensure that the sampling frequency of the

financial index is in conformity with that of the economic index used for measuring the business

cycle. Further description of sources and constructions of these data is provided in Appendix A.

As regards to the climatic conditions, the three CEIs were selected for assessing the impact of

climate shocks on the IPI growth and aggregate financial index growth of selected EU countries.

We include three CEIs (Table 1) from a broader suite of CEIs defined and developed by the Expert

4 Austria (AU), Belgium (BE), Denmark (DE), Finland (FI), France (FR), Germany (GE), Greece (GR), Ireland
(IR), Italy (IT), Luxembourg (LU), Netherlands (NE), Portugal (PO), and Spain (SP)
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Team on Climate Change Detection and Indices (ETCCDI)5, and made available by the European

Climate Assessment & Dataset (ECA&D) gridded observational dataset (E-OBS, version 19.0e)6

at a high-spatial resolution of 0.1◦ × 0.1◦ (∼ 11× 11 km at the equator).The three CEIs utilized

in our study are assembled using daily maximum temperature (TX, Units: ◦C) and daily total

precipitation (RR Units: mm), and are aggregated to the individual country level using country

shape files from EUROSTAT7. The monthly average of these extremes are used as proxy for the

assessing their impact of the extremes on the financial index.

CEI CEI Description Units Time scale
(Short Name) (Long Name)

CSU Consecutive Maximum number of consecutive Days Monthly
Summer Days days when TX ≥ 25◦C

SPI8 Standardized Measure of drought Unitless 6-monthly
Precipitation Index specified as a precipitation deficit

r20mm Very heavy Number of days when RR≥ 20mm Days Monthly
precipitation days

Table 1 Description of three CEIs used in our study. For a full description of CEIs and their potential

applications in sectoral impacts, readers are guided to Mistry (2019).

While the CSU and r20mm follow the conventional definition in our study, the SPI on 6 monthly

scales used here is transformed slightly for ease of interpretation. SPI which is computed by stan-

dardizing the deviation of observed monthly precipitation from the long-run mean, can take both

negative- (representing dry period) and positive- (indicating wetness) values. Here we define a

dichotomous variable to differentiate between the two conditions: SPI values less than -0.5 are

tagged drought-like conditions and labeled 1, while values greater than or equal to -0.5 are tagged

non-drought like conditions and labeled 0.

In Appendix B a summary statistics of the data used in this study is presented. The average

monthly industrial production growth rate of the EU countries under study falls between 0.038%

and 0.75% with Ireland and Italy respectively having the highest and lowest monthly variation in

5 https://www.wcrp-climate.org/data-etccdi

6 Data accessed from http://surfobs.climate.copernicus.eu/dataaccess/access_eobs_indices.php on 12 Nov
2019

7 http://ec.europa.eu/eurostat/web/gisco/geodata/reference-data/administrative-units-statistical-units.

The CEIs are aggregated from the gridded to country level using the extract function of the R raster package
(Hijmans and van Etten).

8 SPI is a probability index based on precipitation. It is designed to be a spatially invariant indicator of drought.
SPI on 6-monthly timescale refers to precipitation in the previous 6-month period (with positive and negative values
indicating wet and dry conditions respectively). We utilize monthly values falling under the following two intervals (i)
[ less than -0.5 classified as drought-like conditions ] and (ii) [ greater than or equal to -0.5, classified as non-drought
like conditions].

https://www.wcrp-climate.org/data-etccdi
http://surfobs.climate.copernicus.eu/dataaccess/access_eobs_indices.php
http://ec.europa.eu/eurostat/web/gisco/geodata/reference-data/administrative-units-statistical-units.
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their growth rates (see Table EC.1). In addition, Luxembourg and France are the only two nations

with negatively skewed monthly growth rates. The variability in Ireland’s monthly growth rate may

be attributed to the sudden large growth rate observed towards the end the sample period (see

Figure EC.1). France, Germany and Italy tend to have a low and relatively stable monthly growth

rate (see Figure EC.1). Greece, Italy, Portugal and Spain are countries with the highest spell of

summer days (over 20 days) while Ireland experienced the least spell (mostly less than 5 days)

of summer days (see Figure EC.2). As a visual illustration of the distribution of extreme weather

events across the eurozone countries, Figure 1(a) displays the average CSU during the month

of July. All the EU countries under study experienced a fair share of moderate to exceptionally

dry weather condition (Figure EC.3). In Figure EC.4, Austria and Portugal are noted to have

experienced a relatively higher monthly frequency of heavy rainfall than others.

Figure 1 Average temperature (Hot days (CSU, T > 25◦C)) in July over the period 1981 to 2016.

In the following section, we apply our model (Equations 2 - 6) to a selected set of EU countries

business cycles and the aggregate financial cycle for assessing the relevance of the climate shocks

and financial shocks in explaining the synchronization between business and financial cycle. We

perform 20000 Gibbs iterations after a burn-in period of 2000 samples. However, to reduce the
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very high positive serial correlation often associated with samples produced by Gibbs sampler, we

consider every 10th draw after the burn-in period. This approach reduces the effective sample size

upon which the following results are based to 2000 samples.

4.2. Business and financial cycles extraction

Figure 2 shows the growth rate in the financial index Fin1 (black solid line) together with the esti-

mated financial cycle Ŝx,t (red stepwise line) under two different specifications of the PMS model.

Figure 1(a) showcases the estimate of the financial cycle when climate shocks are exempted from

the measurement equations of the PMS model while Figure 1(b) reports estimate of the Financial

cycle when climate shocks are taken into consideration in the PMS model. There appears to be no

difference in the dynamics of the estimated financial cycle obtained under the two specifications of

the PMS model. Furthermore, consistent with findings of studies that use similar methodology to

measure the financial cycle (Drehmann et al. (2012), ECB (2014)) and reports on financial crisis

episodes described by Duprey et al. (2016) and Watts (2016), the following episodes of financial

crisis in Euro Area: 1981-1983 Equity and currency crisis (France, Germany, Italy); 1992-1995

Banking, equity and currency crisis (France, Germany, Italy, Spain); 2008-2013 Banking and equity

crisis (France, Germany, Italy, Spain, UK); 2015-2016 Banking crisis in Italy and Spain may be

identified in Figure 2.
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Figure 2 Financial index growth rates (black solid) and the estimated financial cycle Ŝx,t (step-wise red) for

the PMS model in Equations 2 - 6. Figure 1(a) displays the result of the PMS model in the absence of climate

shocks while Figure 1(b) reports the result of the PMS model subject to climate extreme indices CSU, SPI and

r20mm capturing, respectively, consecutive hot days , droughts, and number of days with heavy rainfall.

Figure 3, on the other hand, shows the extracted global business cycle m2(Ŝy,t) (black line), which

represent the proportion of countries in regime 2 (expansion). The same figure exhibits the esti-

mated financial cycle Ŝx,t (red line). Figures 2(a) and 2(b) respectively display the extracted global
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business cycles obtained from the PMS model in the absence of climate index and that for which

climate shocks are accounted for. The peaks and troughs of the global business cycle obtained

under the PMS model subject to climate shocks appear to be slightly larger when compared to

that obtained from the restricted PMS model. This difference may be attributed to the presence

of Climate shocks.

(a) Without climate shocks
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Figure 3 Estimated global common business cycles (m2(Ŝy,t), black line) and financial cycle (Ŝx,t red line) for

PMS model. The Figures 2(a) and 2(b), respectively, display the results from the PMS model when climate

shocks are not considered and when they are. The global interaction factor mk (Sy,t) is given by the proportion of

chains in regime k at time t and computed using Equation 7. Sample period: February 1981 to December 2016

(month on month).

Turning to the degree of synchronization between the aggregated financial cycle and the business

cycle of the country i, we follow Harding and Pagan (2002) by computing the Concordance Index

(CI) using

CIi =
1

T

{
T∑
t=1

(Sx,t− 1) · (Sy,it− 1) +
T∑
t=1

(2−Sx,t) · (2−Sy,it)

}
(18)

where Sy,it indicates the business cycle series and Sx,t the financial cycle series. The CIi takes value

between zero and one. If the CIi equals one (zero), cyclical movements are perfectly synchronized

(anti-cyclical). This statistics provides an avenue to examine the impact, if there exists any, of

climate shocks on the synchronization of the cycles. By applying the pairwise concordance statistics

given above, we obtain the synchronization results in Table 2. We note that the data above the

diagonal in Table 2 represents the result of the synchronization between the business and financial

cycle extracted from the climate shocks free PMS model while the data below the diagonal reports

estimates of the comovements of the business and financial cycle using PMS model subject to all

the climate shocks. Almost all the countries exhibit a level of synchronization above 0.5 with each

other and the financial cycle. The absolute difference in the degree of synchronization between the
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business cycle and financial cycle under the different specifications of the PMS model is less than

0.03. This observation suggests that climate shocks mildly impacts on the synchronization between

business and financial cycle. We however note from this table that by accounting for climate shocks,

the estimated degree of pairwise synchronization between the business cycles are mostly larger than

those obtained by neglecting climate shocks. In particular, the marked increase in the estimated

degree of pairwise synchronization between the business cycle of France and Denmark (0.23 units)

and that of Denmark and Luxembourg (0.19 units) may be associated to the presence of shocks in

the PMS model specification.

Table 2 Pairwise concordance statistics between the business and financial cycles

estimated using the PMS model

AU BE DE FI FR GE GR IR IT LU NE PO SP FIN1
AU 1.00 0.82 0.61 0.71 0.65 0.82 0.70 0.61 0.78 0.63 0.68 0.64 0.79 0.64
BE 0.80 1.00 0.61 0.75 0.66 0.80 0.64 0.63 0.81 0.63 0.67 0.65 0.75 0.58
DE 0.69 0.66 1.00 0.59 0.47 0.61 0.65 0.69 0.62 0.49 0.65 0.59 0.51 0.50
FI 0.70 0.74 0.65 1.00 0.57 0.67 0.63 0.62 0.74 0.57 0.72 0.62 0.68 0.52
FR 0.78 0.81 0.70 0.77 1.00 0.67 0.59 0.54 0.66 0.76 0.57 0.59 0.79 0.58
GE 0.80 0.82 0.67 0.69 0.76 1.00 0.69 0.58 0.76 0.59 0.65 0.61 0.74 0.65
GR 0.71 0.68 0.65 0.65 0.71 0.70 1.00 0.67 0.62 0.56 0.64 0.59 0.64 0.58
IR 0.66 0.63 0.70 0.62 0.67 0.61 0.68 1.00 0.64 0.51 0.63 0.64 0.59 0.61
IT 0.73 0.81 0.69 0.72 0.79 0.78 0.65 0.66 1.00 0.68 0.70 0.65 0.77 0.58
LU 0.73 0.77 0.68 0.65 0.75 0.72 0.67 0.64 0.76 1.00 0.48 0.57 0.73 0.55
NE 0.68 0.64 0.63 0.69 0.70 0.66 0.63 0.60 0.71 0.60 1.00 0.62 0.63 0.55
PO 0.63 0.68 0.67 0.62 0.70 0.65 0.63 0.65 0.71 0.67 0.60 1.00 0.69 0.51
SP 0.72 0.74 0.64 0.71 0.77 0.72 0.70 0.68 0.82 0.73 0.67 0.68 1.00 0.61

FIN1 0.66 0.58 0.48 0.53 0.59 0.64 0.58 0.60 0.56 0.52 0.54 0.51 0.58 1.00

NOTE: The matrix is not symmetric because the data below and above the diagonal, respec-
tively, refer to estimates of the business cycle synchronization when the PMS model account
for climate shocks and when they are ignored.

Figure 4 displays the posterior distributions of the constant transition parameter α, the interaction

parameters β between country-specific business cycles and the financial cycle and the global cycle

coefficient γ under two different specifications of our PMS model. Correspondingly, Tables 3 and

4 reports their posterior means and 95% credible intervals (in brackets) while Figure 5 gives a

pictorial representation of the posterior mean of the interaction parameters. From Tables 3 and 4,

we observe that the mean persistence of the states Sy,it = 1 and Sy,it = 2, that is, the probability

of being in recession (expansion) conditional upon being in recession (expansion) in the previous

period are mostly above 0.90 across the countries with the aggregate financial cycle exhibiting

higher probability (0.97) of staying either in recession or expansion.

The posterior mean of the idiosyncratic parameter, αi, is approximately 0.95 across the countries

under study, providing support for time-variations in the transition probabilities of the business

cycles i.e. the dynamics of both the financial cycle and the global business cycle are relevant in

determining the state of the economy (see Equation 6). The PMS model with climate shocks
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appears to capture a slightly higher impact of the global business cycle, mk(Sy,t), on each country

business cycle when compared to the result obtained from the climate shocks free PMS model.(See

Tables 3, 4 and Figure 5). This observation however suggests that the interaction between business

cycles is not sufficient to explain the variation in the dynamics of country-specific cycle. In addition,

relative to the financial cycle being in state 1 (recession), the expansionary phase (state 2) of the

financial cycle contributes between 0.01 and 0.03 in predicting the next phase of the economy (see

6). This observation suggests that the financial cycle plays a relevant role in determining the phases

of the business cycle.

Idiosyncharctic (α) Financial cylcle (β) Global (γ)
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Figure 4 Posterior density for the interaction parameters for both the business cycles (red lines ) and the

financial cycle (blue line) under the PMS model. α (column 1), β (column 2) and γ (column 3) respectively

captures the distribution of the idiosyncratic effect of the fixed transition probability, financial cycle effect and the

global cycle effect on time varying transition probabilities. The two panes on the other hand represents different

specifications of the PMS model.

We further investigate, in the following section, if aggregate financial shock is sufficient for driving

business cycle synchronization by assessing the role played climate shocks as a mechanism driving

industrial production growth. There has been no conclusive result in the literature on the mecha-

nisms driving business cycle synchronization of EU member countries. Rose and Engel (2002), for

instance, finds a positive impact of currency unions on the business cycle synchronization of EU
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Table 3 Posterior means and 95% credible intervals (in brackets) of the interaction parameters of the PMS

model in the presence of climate shocks

i p̂i,11 p̂i,22 αi βi γi
AU 0.9011 0.9188 0.9557 0.021 0.0233

(0.893,0.9356) (0.912,0.9400) (0.9147,0.9844) (0.0042,0.0491) (0.004,0.0547)
BE 0.9179 0.9211 0.9569 0.0193 0.0237

(0.914,0.9427) (0.9096,0.9574) (0.9181,0.9861) (0.0036,0.0451) (0.0041,0.0555)
DE 0.9030 0.9031 0.9561 0.0203 0.0236

(0.8928,0.9349) (0.8847,0.9259) (0.9192,0.9853) (0.0036,0.0476) (0.0046,0.0544)
FI 0.9046 0.9173 0.9580 0.0198 0.0222

(0.8946,0.9417) (0.9018,0.9571) (0.9183,0.9851) (0.0037,0.0451) (0.0043,0.0511)
FR 0.9111 0.9061 0.9553 0.0202 0.0244

(0.8688,0.9177) (0.8921,0.9470) (0.916,0.9838) (0.0034,0.0465) (0.0043,0.0556)
GE 0.9116 0.9202 0.9571 0.0187 0.0242

(0.884,0.9263) (0.9155,0.9464) (0.9201,0.9847) (0.0033,0.0434) (0.0042,0.0551)
GR 0.9033 0.9113 0.9578 0.0201 0.0221

(0.8914,0.9409) (0.9016,0.9441) (0.9218,0.9848) (0.0038,0.0470) (0.0041,0.0520)
IR 0.9238 0.9194 0.9586 0.0186 0.0228

(0.9060,0.9583) (0.9095,0.9438) (0.9233,0.9849) (0.0035,0.0428) (0.0041,0.0541)
IT 0.9171 0.9298 0.9582 0.0172 0.0246

(0.9112,0.9489) (0.9142,0.9674) (0.9225,0.9852) (0.0032,0.0398) (0.0046,0.0565)
LU 0.9112 0.9136 0.9523 0.0200 0.0277

(0.8825,0.9241) (0.9089,0.9418) (0.9124,0.9829) (0.0040,0.0460) (0.0051,0.0623)
NE 0.9095 0.9024 0.9507 0.0219 0.0273

(0.8761,0.9209) (0.8643,0.9135) (0.913,0.9819) (0.0042,0.0494) (0.0052,0.0603)
PO 0.9175 0.9208 0.9537 0.0182 0.0281

(0.8934,0.9365) (0.9140,0.9511) (0.9145,0.9822) (0.0036,0.0423) (0.0052,0.0601)
SP 0.9130 0.9347 0.9511 0.0144 0.0345

(0.9009,0.9518) (0.9047,0.9747) (0.8844,0.9851) (0.0028,0.0335) (0.0065,0.0920)
p̂f,11 p̂f,22 αf βf γf

FIN1 0.9684 0.9678 0.9694 0.0126 0.018
(0.9631,0.9873) (0.9342,0.9864) (0.9428,0.9883) (0.0023,0.0298) (0.0037,0.0399)

member countries. This stance has however been challenged by Baxter and Kouparitsas (2005).

Weather, on the other hand, has been argued to play a potential role in influencing economic activ-

ity through various channels (Acevedo et al. (2018)). In-line with this, we analyze, in the following

section, the potential contribution of extreme weather conditions in explaining the dynamics of the

growth of IPI. The estimated business cycles, Ŝy,t = (Ŝy,1t, . . . , Ŝy,13t) for the countries are reported

in Figures EC.5 - EC.6 in Appendix E.

4.3. Impact of climate change on industrial production

Noting that the standardized precipitation index (SPI) measuring drought has been transformed

into a dichotomous variable, our results here will be discussed in relative terms. The estimated IPI

and financial mean growth rates as well as their volatilities are given in the scatter plots of Figure

6, while Figure 7 presents a map of the study area with yellow and green patches representing

the average IPI during the two phases of the economy. In both figures, we report the results

obtained under two different specifications of the PMS model. We observe from Figure 6 that a

clear separation of the two phases of the economy is less obvious by neglecting climate shocks

in the PMS model specification. In addition, in a non-drought like climatic condition an inverse

relationship exists between the growth rates and the volatities during recession, while a positive

relationship is observed between the growth rates and the volatilities during the expansionary phase
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Table 4 Posterior means and 95% credible intervals (in brackets) of the interaction parameters of the PMS

model in the absence of climate shocks

i p̂i,11 p̂i,22 α1 βi γi
AU 0.8907 0.9210 0.9558 0.0207 0.0234

(0.8710,0.9239) (0.9131,0.9542) (0.9144,0.9841) (0.0039,0.0482) (0.0042,0.0553)
BE 0.9011 0.9181 0.9590 0.0188 0.0222

(0.8899,0.9323) (0.9037,0.956) (0.9233,0.9859) (0.0032,0.0432) (0.0043,0.0517)
DE 0.9167 0.8861 0.9564 0.0212 0.0225

(0.9031,0.9477) (0.853,0.9144) (0.9179,0.9850) (0.0036,0.0498) (0.0045,0.0527)
FI 0.9062 0.9267 0.9578 0.0195 0.0227

(0.8999,0.9401) (0.9104,0.9651) (0.9185,0.9856) (0.0037,0.0459) (0.0045,0.0545)
FR 0.8994 0.9261 0.9608 0.0183 0.0209

(0.8474,0.9417) (0.8804,0.9711) (0.9265,0.9866) (0.0033,0.0436) (0.0041,0.0492)
GE 0.9136 0.9116 0.9575 0.0197 0.0227

(0.8767,0.9198) (0.9012,0.9487) (0.9179,0.9851) (0.0034,0.0442) (0.0039,0.0525)
GR 0.9149 0.9142 0.9570 0.0209 0.0221

(0.9000,0.9422) (0.9040,0.9460) (0.9216,0.9848) (0.0041,0.0476) (0.0042,0.0496)
IR 0.9205 0.9116 0.9580 0.0194 0.0226

(0.9001,0.9577) (0.9012,0.9460) (0.9207,0.9844) (0.0034,0.045) (0.0043,0.0543)
IT 0.9200 0.9296 0.9591 0.0182 0.0228

(0.9085,0.9405) (0.9080,0.9699) (0.9225,0.9847) (0.0034,0.0416) (0.0043,0.0526)
LU 0.9046 0.9057 0.9599 0.0189 0.0212

(0.8425,0.9207) (0.8495,0.9617) (0.926,0.9858) (0.0033,0.0442) (0.004,0.0487)
NE 0.9049 0.9133 0.9569 0.0198 0.0233

(0.8918,0.9293) (0.8952,0.9270) (0.9191,0.9848) (0.0038,0.0465) (0.004,0.0532)
PO 0.9168 0.9240 0.9588 0.0179 0.0232

(0.9046,0.9489) (0.9031,0.9627) (0.9245,0.9848) (0.0035,0.0427) (0.0044,0.0521)
SP 0.9242 0.9533 0.9608 0.0124 0.0268

(0.8989,0.9472) (0.9091,0.9877) (0.9248,0.9861) (0.0025,0.0288) (0.0051,0.0601)
p̂f,11 p̂f,22 αf βf γf

FIN1 0.9715 0.9717 0.9661 0.0143 0.0197
(0.9668,0.9873) (0.9673,0.9865) (0.9392,0.9873) (0.0028,0.0318) (0.0029,0.0448)

of the economy ie. during recession a fall in industrial production is accompanied by an increase

in volatility whereas during expansion increase in industrial production is associated with increase

in volatility. This observation suggests that insights into the mechanisms driving the IPI growth

rate of EU countries may be understood by accounting for climate shocks. Irrespective of the PMS

model specification adopted, Ireland is observed to have experienced the highest positive average

growth rate and at the same time the most volatile economy during the expansionary phase of the

economy.

Figure 8 displays estimates of the coefficients capturing the regime specific impact of the changes in

extreme weather event on country specific industrial production indices. In this figure, yellow and

green patches respectively denote negative and positive impact of climate shocks on IPI growth

under different phases of the economy and specifications of the PMS model. While economic activi-

ties of countries within Southern Europe (region with the highest exposure to long spell of summer

days), with the exception of Greece, appear to be hampered by extreme temperature, we observe

asymmetric effect (positive during recession and negative during expansion) of lengthy spell of

consecutive summer days on the economies of France, Belgium and Denmark.
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Figure 5 Study area with patches representing the contribution of the interaction parameters (idiosyncratic

(α), financial cycle (β) and global business cycle (γ)) under different specifications of the PMS model (rows) on

the dynamics of the business cycle of each of the EU countries.
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Figure 6 Estimates of monthly state-level IPI and Financial index (Fin1) mean growth rates (horizontal axis)

and volatilities (vertical axis) with the Bayesian Panel Markov-switching model. The horizontal axis represents the

mean growth rates and the vertical axis the volatilities. Sample period: February 1981 to December 2016 (month

on month). Figures 5(a) and 5(b) respectively report the output of the PMS model in the absence and presence

of climate shocks.

Relative to the non-drought-like climatic condition, moderate to extreme dryness seem to con-

tribute negatively to the IPI growth of most of the countries in Northern Europe. The economies of

Ireland and Finland tend to be favoured by drought during recession but hindered during expan-
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Figure 7 Study area with yellow and green patches denoting negative and positive impact of climate shocks on

IPI growth rate of the represented EU Countries under different phases economy (columns) and specifications of

the PMS model (rows).

sion. Spain seems to be favoured by drought and thus compensates for the negative impact of

extreme temperature on its economy. In addition, drought tend to favour growth by reducing (by

about 0.08) the adverse impact of recession on Netherlands while Portugal’s economy (historically,

the country with the highest exposure to moderate to extreme dryness) seem to enjoy a boost

(by about 0.09) from drought during expansion. Italy and Luxembourg’s growths are negatively

impacted by drought during expansion. An increase in the frequency of heavy precipitation days

per month seems to negatively affect Italy’s average industrial production growth with a reduction

of -0.059 during expansion and -0.18 during recession. On the contrary, increasing frequency of

high precipitation per month tend to contribute to the industrial production growth indices in
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Figure 8 Study area with the impact of climate shocks (indicated by different colours) on the growth rate on

the represented EU Countries during recession and expansion. Yellow and green patches respectively denote

negative and positive impact. The SPI index is transformed into two contrasting weather scenarios using a

dummy variable. We set the dummy variable to one if the SPI is less than -0.5 (dry situation) and zero otherwise.

Germany (0.15), Netherlands (0.07) and Portugal (0.06) during recession and to Greece (0.07)

during expansion.
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The posterior means and 95% credible intervals (in brackets) for the parameters of the measurement

equations of our PMS models are reported in Tables EC.2 and EC.3.

4.3.1. Channel of impact by sector Climate shocks can influence economic activity through

various channels. The most obvious one is agricultural output, given that temperature and precip-

itation are direct inputs in crop production. However, studies show evidence of broader impacts,

including labour productivity, mortality, health, and conflict. In this section, we examine the impact

of extreme weather on sectoral outputs of IPI namely: mining and quarrying; manufacturing; and

utilities (ie. electricity, gas, steam and air conditioning ). However, due to data availability issue,

we focus on the impact of climate shocks on the manufacturing sector only by estimating the PMS

model in Equation 1 and 2 but with the growth of the manufacturing sector as our outcome of

interest. The manufacturing sector accounts for about 90% of the entire IPI.

Before we proceed further, we observe that data on Italy’s manufacturing sector is only available

from January 1990. We therefore reconstruct the missing observation by fitting a simple linear

regression of Italy’s manufacturing data on its corresponding IPI for the period January 1990 to

December 2016. The fitted regression model together with Italy’s IPI for the January 1981 to

December 1989 were then used to estimate the missing observations. The result of the estimation

of the PMS model reported in Table EC.4 and Figure 9(c) suggests that unlike the aggregate

IPI, France, Portugal and Germany’s manufacturing sector do not seem to be responsive to the

increase in the spell of summer days. Similarly, Belgium and Luxembourg’s manufacturing are not

sensitive to drought. In addition, high precipitation does not significantly impact the manufacturing

sector of the Netherlands. Apart from these few cases, the result in Table EC.4 generally suggests

that most of our deductions on the impact of climate shocks on the IPI EU countries affects the

manufacturing sector.

4.4. Model selection

In this section, we compare different alternative specifications of the PMS model to see which

covariates are significant (exclusion of covariates). In this case, we consider situations when the

measurement equations are: (i) independent of the climate change indices; (ii) dependent on only

one the climate index at a time, and; (iii) dependent simultaneously on all the selected climate

change indices. Corresponding, we have Models 1-5 for PMS model.

A pairwise comparison of all the competing models {Mj : j = 1,2, . . . , J} will be carried out by

evaluating the Bayes factor (BF)

B(j, j′) =
f(Y1:T ,X1:T |Z1:T ,Mj)

f(Y1:T ,X1:T |Z1:T ,Mj′)
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between model Mj and Mj′ , for all pairs of models based on the full sample.

Noting that under model Mj, the posterior distribution of (θ,Sy,1:T , Sx,1:T ) given the observations

can be written as

P (θ,Sy,1:T , Sx,1:T |Y1:T ,X1:T ,Z1:T ,Mj) =
f(Y1:T ,X1:T |θ,Sy,1:T , Sx,1:T ,Z1:T ,Mj)P (θ,Sy,1:T , Sx,1:T |Mj)

f(Y1:T ,X1:T |Z1:T ,Mj)

where f(Y1:T ,X1:T |θ,Sy,1:T , Sx,1:T ,Z1:T ,Mj) is the joint density function of the observations condi-

tional on the parameter set, f(Y1:T ,X1:T |,Z1:T ,Mj) is the marginal joint density function of the

observations and P (θ,Sy,1:T , Sx,1:T |Mj) is the prior distribution of (θ,Sy,1:T , Sx,1:T ). Furthermore,

the logarithm of the ratio between the posterior distribution of the parameters of a pair of com-

peting models is

log

(
P (θ,Sy,1:T , Sx,1:T |Y1:T ,X1:T ,Z1:T ,Mj)

P (θ,Sy,1:T , Sx,1:T |Y1:T ,X1:T ,Z1:T ,Mk)

)
= log

(
f(Y1:T ,X1:T |Z1:T ,Mk)

f(Y1:T ,X1:T |Z1:T ,Mj)

)
+ log

(
f(Y1:T ,X1:T |θ,Sy,1:T , Sx,1:T ,Z1:T ,Mj)

f(Y1:T ,X1:T |θ,Sy,1:T , Sx,1:T ,Z1:T ,Mk)

)
+ log

(
P (θ,Sy,1:T , Sx,1:T |Mj)

P (θ,Sy,1:T , Sx,1:T |Mk)

) (19)

By setting

pMj
=

P (θ,Sy,1:T , Sx,1:T |Y1:T ,X1:T ,Z1:T ,Mj)

P (θ,Sy,1:T , Sx,1:T |Y1:T ,X1:T ,Z1:T ,Mj) +P (θ,Sy,1:T , Sx,1:T |Y1:T ,X1:T ,Z1:T ,Mk)

and assuming that the prior distribution of the augmented parameter set, (θ,Sy,1:T , Sx,1:T ), is equal

under the two competing models, then Equation 19 may be written as

log

(
pMj

1− pMj

)
= logB(k, j) + log f(Y1:T ,X1:T |θ,Sy,1:T , Sx,1:T ,Z1:T ,Mj)− log f(Y1:T ,X1:T |θ,Sy,1:T , Sx,1:T ,Z1:T ,Mk).

(20)

Equation 20 can be thought of as a logistic regression. Hence, the problem of estimating the Bayes

factor can be recast as a reverse logistic regression (see Geyer (1994) and Cameron and Pettitt

(2014)). That is, given the log-likelihoods corresponding to each MCMC draws from the posterior

distribution under Mj, the

log

(
pM

1− pM

)
= α+β log f(Y1:T ,X1:T |θ,Sy,1:T , Sx,1:T ,Z1:T ,M) (21)

where M ∈ {Mj,Mj′}.

From Table 5, the PMS model with climate shocks perform better than Model 1 (PMS model

without climate shocks). Furthermore, Model 3 (PMS model with drought index) and Model 4

(PMS model with rainfall index) appear to be consistently perform better than other specifications

of the PMS model. This observation suggests drought and precipitation index are relevant climate

shock indices to consider in the study of the economic and financial cycle.
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Table 5 Pairwise estimate of the log-Bayes factor, log(BF (j′, j)), (in multiples of 103) in favor of Mj′ over Mj

for models.

Unconstrained PMS
logB(j′, j) CSU SPI r20mm ALL

Mj′ Model1 Model2 Model3 Model4 Model5
Model1 0 -0.4461 -2.7454 -3.1959 -0.2163
Model2 0.4461 0 -5.1733 -6.5194 4.6588
Model3 2.7454 5.1733 0 0.0980 1.9526
Model4 3.1959 6.5194 -0.0980 0 2.0426
Model5 0.2163 -4.6588 -1.9526 -2.0426 0

Note: The results in this Table is computed by estimating the value of α (log-Bayes factor) in the logistic regression

given in Equation (21).

5. Conclusion

This paper studies the co-movement of the business cycles and the aggregate financial cycle of a

selected set of European Union countries by using a Panel Markov-Switching (PMS) model. An

attempt at explaining the mechanism driving the euro-area economic cycle through the assessment

of the potential impact of extreme weather conditions on industrial production is also undertaken.

Our results suggests that extreme weather conditions, aggregate financial and global cycles are

relevant in describing the dynamics of country-specific business cycles. Economies of EU countries

are generally observed to be sensitive to changes in the spell length of summer days and drought

during the expansionary phase of the economy while increasing frequency in heavy precipitation

tend to affect the economies more during recession. In addition, climate shocks are observed to

have uneven impact across the two states of the economy and heterogeneous impact across the EU

countries. A further analysis in the channel of impact suggests that the impact of extreme weather

events on the economy is mostly felt through the manufacturing sector of the economy.

Our focus in this study has been limited to the impacts of climate shocks on the economies of

EU countries, accounting for the interaction of extreme weather events with the economies. Thus

as a further line of research, the study of the impact of climate shocks on EU economies through

their influence on raw materials and processes originating from outside the EU may provide insight

into the sources of variations in the economies of EU nations.
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Appendix A: Information on construction of composite financial cycle indicator

1. Credit to private sector. The time series is available on the BIS (Bank for International Settlements)

Statistical portal website for the period 1999Q1-2016Q1 and in nominal terms.9 For the period 1981Q1-

1998Q4 we reconstructed the data using a weighted average of the credit data for GER, FRA, ITA, SPA,

BEL, NET, UK with the weights reflecting each country’s share of GDP in the group. The reconstructed

time series is then converted at monthly frequency using the Chow and Lin (1971) procedure. The monthly

series is transformed in real terms using the monthly CPI index (source: BIS10) after having removed the

seasonal component using X-12-ARIMA method.11 The period 1981M1-1998M12 for the Euro Area CPI is

reconstructed using the CPI seasonally adjusted time series for GER, FRA, ITA, SPA, BEL, NET.

2. Credit-to-GDP-ratio. The time series is available on the BIS Statistical portal at quarterly frequency

for the period 1999Q1-2016Q1.12 For the period 1981Q1-1998Q4 we reconstructed the data using a backward

forecasting procedure using using a weighted average of the credit-to-GDP-ratio data for GER, FRA, ITA,

SPA, BEL, NET, UK. The reconstructed time series is then converted at monthly frequency using the Chow

and Lin (1971) procedure.

3. Real property price index. Three different house price data are used:

• Aggregate EU data reconstructed using data available from FED-International House Price Database

at quarterly frequency.13 The house price index in real terms for the Euro Area is computed as a weighted

average of the house price growth indices for GER, FRA, ITA, SPA, BEL, NET, UK. The aggregation is

based on GDP weights. All data are seasonally adjusted and expressed in real terms. The house price indices

of above countries are converted at monthly frequency using the Chow and Lin (1971) procedure.

• Aggregate EU data taken from Eurostat. Data is seasonally adjusted using X-13 and deflated using

aggregate CPI. CPI for Euro Area is seasonally adjusted using X-13. Monthly conversion is implemented

using Chow and Lin (1971) procedure.

• Aggregate EU data reconstructed using data available from BIS at quarterly frequency. The house price

index in real terms for the Euro Area is computed as a weighted average of the house price growth indices for

GER, FRA, ITA, SPA, BEL, NET, UK. The aggregation is based on GDP weights. All data are seasonally

adjusted using X-13 and are expressed in real terms. The house price indices of above countries are converted

at monthly frequency using the Chow and Lin (1971) procedure.

9 https://www.bis.org/statistics/totcredit.htm?m=6%7C326.

10 https://www.bis.org/statistics/cp.htm?m=6%7C348.

11 The code was run in Eviews using the automatic selecting procedure available. From a visual inspection, using
TRAMO-SEATS does not alter the dynamics of the SA series.

12 https://www.bis.org/statistics/totcredit.htm?m=6%7C326.

13 http://www.dallasfed.org/institute/houseprice/

https://www.bis.org/statistics/totcredit.htm?m=6%7C326.
https://www.bis.org/statistics/cp.htm?m=6%7C348.
https://www.bis.org/statistics/totcredit.htm?m=6%7C326.
http://www.dallasfed.org/institute/houseprice/
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Appendix B: Summary statistics
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Figure EC.1 Time series plot of the percentage change on previous month’s Industrial Production Indices (IPI)

and aggregate (composite) Financial index for 13 EU countries for the sample period February 1981 to December

2016.
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Figure EC.2 Time series plot of monthly spell of summer days (CSU) with daily temperature exceeding 25◦C

for 13 EU countries for the sample period February 1981 to December 2016.
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Figure EC.3 Time series plot of the drought index measured using monthly standard precipitation index (SPI)

for the accumulation period of 6-months for 13 EU countries for the period February 1981 to December 2016.
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Figure EC.4 Time series plot of the monthly frequency of daily heavy rainfall exceeding 20mm for 13 EU

countries for the period February 1981 to December 2016.
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Appendix C: Parameter conditional distributions

In the following we derive the posterior distributions and give details of the Gibbs sampling scheme (see

Section 3.2) implemented in this paper.

C.1. Sampling the trajectories of the hidden variables, Sy and Sx

We sample the state trajectory Sy,i1:T , for i= 1, . . . ,N and Sx,1:T corresponding to each of the unit-specific

business cycle and financial cycle from their respective joint posterior distribution

f(Syi,1:T |Sy,−i,1:T , Sx,1:T , Y1:T ,X1:T ,Z1:T ,θ), i= 1, . . . ,N and f(Sx,1:T |Sy,i,1:T , Y1:T ,X1:T ,Z1:T ,θ) by the For-

ward Filter Backward Sampling (FFBS) algorithm (see Frühwirth-Schnatter and Kaufmann (2008) for illus-

tration). By means of dynamic factorization, the full conditional distribution of the unit specific hidden state

associated with the business cycles is

f(Sy,i1:T |Sy,−i1:T , Sx,1:T , Y1:T ,X1:T ,Z1:T ,θ)

= f(Sy,iT |Sy,−i,1:T , Sx,,1:T , Y1:T ,X1:T ,Z1:T ,θ)

f(Sy,i,1:T−1|Sy,iT , Sy,−i,1:T , Sx,,1:T , Y1:T ,X1:T ,Z1:T ,θ)

= f(Sy,iT |Sy,−i,1:T , Sx,,1:T , Y1:T ,X1:T ,Z1:T ,θ)

×
T−1∏
t=1

f(Sy,i,t|Sy,i,t+1:T , Sy,−i,1:T , Sx,,1:T , Y1:T ,X1:T ,Z1:T ,θ)

∝ f(Sy,iT |Sy,−i,1:T , Sx,,1:T , Y1:T ,X1:T ,Z1:T ,θ)

×
T−1∏
t=1

f(Sy,i,t+1|Sy,i,t, Sy,−i,t, Sx,t,θ)f(Sy,i,t|Sy,−i,1:T , Sx,,1:T , Y1:T ,X1:T ,Z1:T ,θ)

∝

(
f(Sy,iT |Sy,−i,1:T , Sx,,1:T , Y1:T ,X1:T ,Z1:T ,θ)

T−1∏
t=1

f(Sy,i,t|Sy,−i,1:t, Sx,,1:t, Y1:T ,X1:T ,Z1:T ,θ)

)

×

(
T−1∏
t=1

f(Sy,i,t+1|Sy,i,t, Sy,−i,t, Sx,t,θ)

)

While, the joint posterior distribution of the hidden variable associated with the financial cycle may be

factorized as

f(Sx,1:T |Sy,1:T , Y1:T ,X1:T ,Z1:T ,θ)

∝

(
f(Sx,T |Sy,1:T , Y1:T ,X1:T ,Z1:T ,θ)

T−1∏
t=1

f(Sx,t|Sy,1:t, Y1:T ,X1:T ,Z1:T ,θ)

)

×

(
T−1∏
t=1

f(Sx,t+1|Sx,t, Sy,t,θ)

)
C.2. Sampling θ

Sampling θ from its full conditional distribution will be done by separating it into two sub-vectors: regime

dependent parameters and the regime independent parameters. The regime dependent parameters are essen-

tially the parameters of the measurement equations, while the regime independent parameters are the inter-

action parameters.
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C.2.1. Sampling parameters of the measurement equations The parameters of the measurement

equation consists of Ψil, i = 1, . . . ,N (regime specific measure of the effect of climate condition on each

country’s IPI growth), Φl (regime specific measure of aggregate effect of climate condition on financial

activity), σ2
il, (i= 1, . . . ,N), (regime specific measure of the variability in the residual of each country’s IPI

growth), and τ2
l (regime specific measure of the variability in the residual financial index) for l = 1,2. The

regime specific mean parameters, Ψil, i = 1, . . . ,N and Φl of the measurement equations will be sampled

respectively from the multivariate distributions given by Equations EC.1 and EC.2, while the regime specific

variances parameters, σ2
il, (i= 1, . . . ,N) and τ2

l , will sampled from the inverse gamma distributions given in

Equations EC.3 and EC.4.

1. Given that the prior distributions of the regime specific mean parameters, Ψil (where l = 1,2 and i=

1, . . . ,N), of the measurement equation associated with each country’s IPI growth are multivariate normally

distributed (see Equation (9)), then their posterior conditional density functions are given as follows:

f(Ψil|Y1:T ,Z1:T , Sy,1:T ,θ−Ψil
)

∝ exp

(
−1

2
(Ψil−my,il)

′
Σ−1
y,il(Ψil−my,il)

) ∏
t∈Ty,i

exp{−ξyl,it
2σ2

il

(yit−Ψ′ilzt)
2}

∝ exp{−1

2

Ψ′i1[Σ−1
y,il +

∑
t∈Ty,il

ztz
′
t/σil]Ψi1− 2[m′y,ilΣ

−1
y,il +

∑
t∈Ty,il

yitz
′
t/σil]Ψil

}
∝ MN (my,il,Σy,il) (EC.1)

with my,il = Σy,il

( ∑
t∈Ty,il

ytzt/σil + Σ−1
y,ilmy,il

)
and Σ

−1

y,il = Σ−1
y,il +

∑
t∈Ty,il

ztz
′
t/σil.

We defined Ty,il = {t = 1, . . . , T |Sit = l}, Ty,il = card(Ty,il), Y1:T = (Y1, . . . , YT ), Z1:T = (Z1, . . . ,ZT ) and

Sy,1:T = (Sy,1, . . . , Sy,T ). The notation θ−r indicates that element r is excluded from the vector θ.

2. Following a similar argument as above and given that the prior distributions of Ψil (where l = 1,2)

are multivariate normal distributed (see Equation (9)), we obtain their corresponding conditional posterior

density functions as follows:

f(Φl|X1:T ,Z1:T , Sx,1:T ,θ−Φil
)

∝ exp{−1

2
(Φ′lΣ

−1
x,lΦl− 2m′x,lΣ

−1
x,lΦl)} exp{−

∑
t∈Tx,l

1

2τ2
l

(Φ′lztz
′
tΦl− 2xtz

′
tΦl)}

∝ exp{−1

2

Φ′l[Σ
−1
x,l +

∑
t∈Tx,l

ztz
′
t/τl]Φl− 2[m′x,lΣ

−1
x,l +

∑
t∈Tx,l

xtz
′
t/τl]Φl

}
∝ MN (mx,l,Σx,l) (EC.2)

with mx,l = Σx,l

( ∑
t∈Tx,l

xtzt/τl + Σ−1
x,lmx,l

)
, Σ
−1

x,l = Σ−1
x,l +

∑
t∈Tx,l

ztz
′
t/τl, Tx,l = {t = 1, . . . , T |Sx,t = l}, Tx,l =

card(Tx,l), X1:T = (X1, . . . ,XT ) and Sx,1:T = (Sx,1, . . . , Sx,T ).
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3. As regards the variance parameters (σ2
il, i = 1, . . . ,N , and τ2

l , l = 1,2), we derive their conditional

posterior distribution, under the assumption of inverse gamma distribution priors (see Equations (11) and

(12)), as follows

f (σil|Y1:T ,Z1:T , Sy,1:T , θ−σil)∝
(

1

σ2
il

)(αy,il+1)

exp{−βy,il
σ2
il

}
∏

t∈Ty,il

1

σ2
il

× exp{−
∑
t∈Ty,il

1

2σ2
il

(yit−Ψ′ilzt)
2}

∝
(

1

σ2
il

)(αy,il+Ty,il+1)
exp{− 1

σ2
il

{βy,il +
∑
t∈Ty,il

(yit−Ψ′ilzt)
2}}

∝ IG

αy,il +Ty,il, βy,il +
∑
t∈Ty,il

(yit−Ψ′ilzt)
2

 (EC.3)

4. and

f (τl|X1:T ,Z1:T , Sx,1:T , θ−τl)∝
(

1

τ2
l

)(αx,l+1)

exp{−βx,l
τ2
l

}
∏
t∈Tx,l

1

τ2
l

× exp{−
∑
t∈Tx,l

1

2τ2
l

(xt−Φ′lzt)
2}

∝
(

1

τ2
l

)(αx,l+Tl+1)
exp{− 1

τ2
l

{βx,l +
∑
t∈Tx,l

(xt−Φ′lzt)
2}}

∝ IG

αx,l +Tx,l, βx,l +
∑
t∈Tx,l

(xt−Φ′lzt)
2

 (EC.4)

C.2.2. Sampling interaction parameters The interaction parameters consists of the fixed transition

probabilities (Pil,1:2 = (pi,l1, pi,l2), i= 1, . . . ,N , and Pfl,1:2 = (pf,l1, pf,l2), l= 1,2), the idiosyncratic parameter

(αi, i = 1, . . . ,N and αf ), the local (financial cycle) effect (βi, i = 1, . . . ,N , and βf ) and the global effect

(γi, i= 1, . . . ,N , and γf ). We implement a Metropolis Hastings (MH) sampler for drawing each row of the

transition probability matrix from the Beta distribution in Equations EC.6 and EC.8, and the vector of other

interaction parameters (αi, βi, γi, i= 1, . . . ,N and (αf , βf , γf )) form a mixture of three component Dirichlet

distributions in Equations EC.9 and EC.11.

5. Given that the prior distribution of each l-th row of the transition matrix Pil,1:2 = (pi,l1, pi,l2) follows a

Beta distribution (See Equation 13), then the posterior conditional density function: is

f
(
pil,1:2|Y1:T ,X1:T ,Z1:T , Sy,1:T , Sx,1:T , θ−(pl,1:2)

)
∝

(
2∏

k=1

p
(δy,ik−1)
lk

)
T∏
t=1

2∏
k=1

(αipi,lk +βi(Sx,t− 1) + γimt,k)
ξyk,itξyl,it−1

∝

(
2∏

k=1

p
(δy,ik−1)
lk

)
1∏

k=0

∏
t∈Ty,ilk

(αipi,lk +βi(Sx,t− 1) + γimt,k)

∝
2∏

k=1

p(δy,ik−1)
i,lk

 ∏
t∈Ty,ilk

(αipi,lk +βi(Sx,t− 1) + γimt,k)

 (EC.5)
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Since sampling directly from the non-standard posterior conditional distribution given in Equation EC.5

will pose a challenge in the implementation of the Gibbs iteration, we adopt a Metropolis Hastings (MH)

sampling procedure. The Beta distribution in Equation EC.6 obtained by setting αi = 1 and βi = γi = 0

posterior distribution in Equation EC.5 is used as the proposal distribution within the MH. We denote the

proposal distribution by

g (pil,1:2|Sy,i1:T )∝
2∏

k=1

p
(δy,ik−1)
i,lk p

Ty,ilk

i,lk

∝Beta (δy,i1 +Ty,il1, δy,i2 +Ty,il2) (EC.6)

6. Following a similar argument as above, we implement an MH sampling algorithm for drawing samples

from the posterior distribution in Equation EC.7 of each l-th row of the transition matrix Pfl,1:2 = (pf,l1, pf,l2).

The Beta distribution in Equation EC.8 derived by setting αf = 1 and βf = γf = 0 in Equation EC.7 is set

as the proposal distribution for sampling the components of the transition probability matrix.

Given that the prior distribution of the l-th row of the transition matrix Pfl,1:2 = (pf,l1, pf,l2) is Dirichlet

distribution (see Equation (14)) then the corresponding posterior conditional density function is:

f
(
pfl,1:2|Y1:T ,X1:T ,Z1:T , Sy,1:T , Sx,1:T , θ−(pfl,1:2)

)
∝

(
2∏

k=1

p
(δx,k−1)
f,lk

)
T∏
t=1

2∏
k=1

(αfpf,lk +βf (Sx,t− 1) + γfmt,k)
ξxk,tξxl,t−1

∝

(
2∏

k=1

p
(δx,k−1)
f,lk

)
2∏

k=1

∏
t∈Tx,lk

(αfpf,lk +βf (Sx,t− 1) + γfmt,k)

∝
2∏

k=1

p(δx,k−1)
f,lk

 ∏
t∈Tx,lk

(αfpf,lk +βf (Sx,t− 1) + γfmt,k)

 (EC.7)

and the proposal distribution is denoted by

q
(
pfl,1:2|Sx,1:T ,θ−(pfl,1:2)

)
∝

2∏
k=1

p
(δx,k−1)
f,lk p

Tx,lk

f,lk

∝Beta(δx,1 +Tx,l1, δx,2 +Tx,l2) (EC.8)

7. As regards the vector of interaction parameters (αi, βi, γi), assuming the Dirichlet prior distribution

given in Equation (15), the posterior density function is:

f
(
αi, βi, γi|Y1:T ,X1:T ,Z1:TSy,1:T , Sx,1:T , θ−(αi,βi,γi)

)
∝
(
α
ϕy,i1−1
i β

ϕy,i2−1
i γ

ϕy,i3−1
i

) T∏
t=1

2∏
l=1

2∏
k=1

(αipi,lk +βi(Sx,t− 1) + γimt,k)
ξyk,itξyl,it−1

∝
(
α
ϕy,i1−1
i β

ϕy,i2−1
i γ

ϕy,i3−1
i

) 2∏
k=1

2∏
l=1

∏
t∈Ty,ilk

(αipi,lk +βi(Sx,t− 1) + γimt,k)

the above conditional posterior distributions of the interaction parameters, (αi, βi, γi), i = 1, . . . ,N are

directly proportional to a polynomial of three (3) variables, of degree T + ϕy,i1 − 1 in α, T + ϕy,i2 − 1 in
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β, and T + ϕy,i3 − 1 in γ. It may therefore be deduced that the conditional posterior distribution of the

interaction parameters is a mixture of Dirichlet distributions. However, the weights and parameters of the

mixture are not readily available or easily obtained. This observation poses a difficulty for directly sampling

from these distributions. In-view of this, MH samplers are implemented for drawing independent samples of

the interacting parameters from the conditional posterior distributions. More precisely, a mixture of three

(3) equally weighted Dirichlet distributions with parameters (T + ϕy,i1,ϕy,i2,ϕy,i3), (ϕy,i1, T + ϕy,i2,ϕy,i3),

and (ϕy,i1,ϕy,i2, T +ϕy,i3) denoted by

q(αi, βi, γi)

=
1

3
(Dir(T +ϕy,i1,ϕy,i2,ϕy,i3) +Dir(ϕy,i1, T +ϕy,i2,ϕy,i3) +Dir(ϕy,i1,ϕy,i2, T +ϕy,i3)) ,

(EC.9)

is proposed for generating samples for the conditional posterior distribution of the interaction parameters.

8. Lastly, for the vector of interaction parameters (αf , βf , γf ), we combine the Dirichlet prior distribution

in Equation 16 with the likelihood function to obtain the posterior distribution in Equation EC.10.

f
(
αf , βf , γf |Y1:T ,X1:T ,Z1:TSy,1:T , Sx,1:T , θ−(αf ,βf ,γf)

)
∝
(
α
ϕx,1−1
f β

ϕx,2−1
f γ

ϕx,3−1
f

) T∏
t=1

2∏
l=1

2∏
k=1

(αfpf,lk +βf (Sx,t− 1) + γfmt,k)
ξxk,tξxl,t−1

∝
(
α
ϕx,1−1
f β

ϕx,2−1
f γ

ϕx,3−1
f

) 2∏
k=1

2∏
l=1

∏
t∈Tx,lk

(αfpf,lk +βf (Sx,t− 1) + γfmt,k) . (EC.10)

We are however faced with a similar problem as described in item 8 above. In view of this, a mixture of

Dirichlet distribution (see Equation EC.11) is proposed in the implementation of an MH sampling algo-

rithm for drawing samples from the posterior distribution in Equation EC.10 of the interacting parameters

(αf , βf , γf ).

q(αf , βf , γf )

=
1

3
(Dir(T +ϕx,1,ϕx,2,ϕx,3) +Dir(ϕx,1, T +ϕx,2,ϕx,3) +Dir(ϕx,1,ϕx,2, T +ϕx,3)) ,

(EC.11)
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Appendix D: Tables

i Regime (k) Intercept(Ψ̂i,0k) CSU(Ψ̂i,1k) SPI(Ψ̂i,2k) r20mm (Φ̂i,3k) σ̂i,k

AU 1 -0.0456 0.0122 0.0081 -0.0183 0.3253
(-0.0906, 0.0001) (0.0002, 0.0245) (-0.0522,0.0688) (-0.0595, 0.0204) (0.3065, 0.3447)

2 0.5247 0.0127 -0.0164 0.0050 0.1936
(0.5008, 0.5494) (0.0040, 0.0212) (-0.0570, 0.0260) (-0.0220, 0.0324) (0.1824, 0.2053)

BE 1 -0.1612 0.0126 0.1220 -0.0337 0.4257
(-0.2044, -0.1149) (-0.0027, 0.0281) (0.0443, 0.2034) (-0.1031, 0.0346) (0.3954, 0.4558)

2 0.5413 -0.0163 -0.0894 0.0056 0.2485
(0.5124, 0.5702) (-0.0251, -0.0075) (-0.1446, -0.0348) (-0.0447, 0.0568) (0.2328, 0.2649)

DE 1 -0.2344 0.0509 -0.0629 -0.0446 0.4240
(-0.2792, -0.1916) (0.0227, 0.0781) (-0.1485, 0.0218) (-0.1783, 0.0871) (0.4006, 0.4486)

2 0.6384 -0.0185 -0.0454 -0.0667 0.3952
(0.5989, 0.6792) (-0.0450, 0.0091) (-0.1190, 0.0277) (-0.1951, 0.0649) (0.3740, 0.4179)

FI 1 -0.2395 0.0236 -0.0439 0.1505 0.6291
(-0.3022, -0.1779) (-0.0228, 0.0668) (-0.1755, 0.0887) (-0.1127, 0.4116) (0.5912, 0.6676)

2 0.5699 0.0113 0.0442 -0.1101 0.2530
(0.5417, 0.5966) (-0.0093, 0.0320) (-0.0224, 0.1098) (-0.2198, 0.0063) (0.2365, 0.2705)

FR 1 -0.2353 0.0081 0.1187 0.0257 0.4152
(-0.3016, -0.1695) (-0.0007, 0.0175) (0.0354, 0.2008) (-0.0858, 0.1409) (0.3878, 0.4438)

2 0.2523 -0.0004 -0.0647 0.0350 0.1720
(0.2302, 0.2758) (-0.0043, 0.0033) (-0.0956, -0.0337) (-0.0099, 0.0787) (0.1633, 0.1812)

GE 1 -0.2641 0.0097 -0.0713 0.1519 0.6721
(-0.3454, -0.1829) (-0.0120, 0.0307) (-0.1936, 0.0558) (-0.0177, 0.3280) (0.6316, 0.7157)

2 0.4160 0.0068 -0.0083 0.0313 0.1857
(0.3877, 0.4447) (0.0007, 0.0130) (-0.0500, 0.0330) (-0.0263, 0.0867) (0.1711, 0.2018)

GR 1 -0.2950 0.0021 -0.0166 0.0379 0.2944
(-0.3389, -0.2530) (-0.0009, 0.0048) (-0.0711, 0.0387) (-0.0315, 0.1099) (0.2778, 0.3116)

2 0.3328 0.0008 -0.0630 0.0656 0.3096
(0.2919, 0.3763) (-0.0023, 0.0037) (-0.1297, 0.0046) (-0.0038, 0.1362) (0.2931, 0.3276)

IR 1 0.1069 -0.0070 0.1203 0.0308 0.3864
(0.0597, 0.1539) (-0.0836, 0.0710) (0.0476, 0.1895) (-0.0263, 0.0873) (0.3649, 0.4079)

2 1.4815 -0.0747 -0.2481 -0.0072 0.8914
(1.3625, 1.5990) (-0.1876, 0.0374) (-0.4189, -0.0808) (-0.1314, 0.1185) (0.8372, 0.9467)

IT 1 -0.2156 -0.0056 0.0576 -0.1835 0.5521
(-0.3044, -0.1282) (-0.0124, 0.0014) (-0.0601, 0.1724) (-0.2889, -0.0785) (0.5184, 0.5871)

2 0.4020 -0.0019 -0.0853 -0.0593 0.2289
(0.3667, 0.4379) (-0.0044, 0.0006) (-0.1270, -0.0439) (-0.1016, -0.0169) (0.2166, 0.2413)

LU 1 -0.2893 0.0067 0.1456 -0.0132 0.8411
(-0.3902, -0.1861) (-0.0200, 0.0358) (-0.0035, 0.2945) (-0.1208, 0.0909) (0.6777, 0.9818)

2 0.7036 0.0121 -0.2358 0.0144 0.4129
(0.6381, 0.7774) (0.0005, 0.0231) (-0.3477, -0.1002) (-0.0427, 0.0707) (0.3491, 0.4840)

NE 1 -0.1893 -0.0093 0.0862 0.0681 0.2683
(-0.2214, -0.1561) (-0.0199, 0.0015) (0.0308, 0.1434) (0.0152, 0.1227) (0.2535, 0.2831)

2 0.4704 -0.0168 -0.0039 -0.0125 0.2240
(0.4428, 0.4978) (-0.0260, -0.0074) (-0.0515, 0.0475) (-0.0663 , 0.0423) (0.2107, 0.2379)

PO 1 -0.2346 -0.0021 -0.0571 0.0597 0.3672
(-0.2929, -0.1743) (-0.0061, 0.0020) (-0.1231, 0.0084) (0.0124, 0.1055) (0.3458, 0.3898)

2 0.4636 -0.0041 0.0986 -0.0214 0.2820
(0.4233, 0.5036) (-0.0067, -0.0014) (0.0505, 0.1457) (-0.0465, 0.0030) (0.2661, 0.2984)

SP 1 -0.2679 -0.0016 0.0454 -0.0599 0.5529
(-0.3626, -0.1769) (-0.0076, 0.0045) (-0.0529, 0.1439) (-0.2281, 0.1192) (0.5131, 0.5954)

2 0.3775 -0.0048 0.0066 -0.0617 0.2281
(0.3437, 0.4098) (-0.0069, -0.0027) (-0.0314, 0.0453) (-0.1258, 0.0021) (0.2164, 0.2395)

Intercept(Φ̂0k) CSU(Φ̂1k) SPI(Φ̂2k) r20mm (Φ̂3k) τ̂k
FIN1 1 -0.0025 0.0025 0.0443 0.0124 0.0892

(-0.0194, 0.0144) (0.0004, 0.0046) (0.0228, 0.0656) (-0.0211, 0.0474) (0.0842, 0.0945)
2 0.3548 -0.0018 0.0000 -0.0238 0.1238

(0.3333, 0.3765) (-0.0045, 0.0011) (-0.0358, 0.0357) (-0.0723, 0.0241) (0.1167, 0.1313)

Table EC.2 Posterior means and 95% credible intervals (in brackets) of the parameter of measurement

equations of our PMS model subject to climate shocks.
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i Regime (k) Intercept(Ψ̂i,0k) σ̂i,k

AU 1 -0.1114 0.3330
(-0.1587, -0.0617) (0.3127, 0.3555)

2 0.4799 0.3330
(0.4545, 0.5071) (0.3127, 0.3555)

BE 1 -0.1704 0.4469
(-0.2285 , -0.1115) (0.4171, 0.4786)

2 0.4646 0.4469
(0.4356, 0.4916) (0.4171, 0.4786)

DE 1 -0.1488 0.4257
(-0.1985, -0.0989) (0.4034, 0.4480)

2 0.7054 0.4257
(0.6475, 0.7654) (0.4034, 0.4480)

FI 1 -0.2696 0.6598
(-0.3555, -0.1877) (0.6171, 0.7042)

2 0.4941 0.6598
(0.4653, 0.5226) (0.6171, 0.7042)

FR 1 -0.0367 0.5927
(-0.3175, 0.0781) (0.1355, 0.7892)

2 0.1044 0.5927
(0.0690, 0.1768) (0.1355, 0.7892)

GE 1 -0.1845 0.7257
(-0.2802, -0.0916) (0.6787, 0.7761)

2 0.3639 0.7257
(0.3426, 0.3849) (0.6787, 0.7761)

GR 1 -0.2881 0.2913
(-0.3372, -0.2419) (0.2744, 0.3095)

2 0.3306 0.2913
(0.2830, 0.3765) (0.2744, 0.3095)

IR 1 0.1767 0.3849
(0.1322, 0.2209) (0.3633, 0.4068)

2 1.4419 0.3849
(1.3397, 1.5485) (0.3633, 0.4068)

IT 1 -0.4006 0.5812
(-0.4779, -0.325)0 (0.5429, 0.6233)

2 0.2924 0.5812
(0.2670, 0.3175) (0.5429, 0.6233)

LU 1 0.1249 1.1412
(-0.1642, 0.2827) (0.3001, 1.4932)

2 0.3376 1.1412
(0.2553, 0.5187) (0.3001, 1.4932)

NE 1 -0.1674 0.2703
(-0.2061, -0.1310) (0.2544, 0.2862)

2 0.4373 0.2703
(0.4037, 0.4692) (0.2544, 0.2862)

PO 1 -0.2693 0.3676
(-0.3258, -0.2184) (0.3453, 0.3912)

2 0.4289 0.3676
(0.3926, 0.4624) (0.3453, 0.3912)

SP 1 -0.5907 0.6147
(-0.7305, -0.4470) (0.5587, 0.6762)

2 0.2366 0.6147
(0.2095, 0.2651) (0.5587, 0.6762)

i Regime (k) Intercept(Ψ̂f,0k) σ̂f,k

FIN1 1 0.0162 0.0891
(0.0061, 0.0261) (0.0843, 0.0942)

2 0.3418 0.0891
(0.3271, 0.3557) (0.0843, 0.0942)

Table EC.3 Posterior means and 95% credible intervals (in brackets) of the parameter of measurement

equations of our PMS model in the absence of climate shocks.
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i Regime (k) Intercept(Ψ̂i,0k) CSU(Ψ̂i,1k) SPI(Ψ̂i,2k) r20mm (Φ̂i,3k) σ̂i,k

AU 1 -0.1383 0.0173 0.0345 0.0021 0.4444
(-0.1994, -0.0762) (0.0003, 0.0337) (-0.0462, 0.1149) (-0.0535, 0.0581) (0.4203, 0.4704)

2 0.6370 0.0130 -0.0594 -0.0095 0.2595
(0.6044, 0.6700) (0.0016, 0.0246) (-0.1108, -0.0049) (-0.0448, 0.0256) (0.2445, 0.2747)

BE 1 -0.1513 0.0184 0.0795 -0.0319 0.4968
(-0.2040, -0.0995) (0.0002, 0.0364) (-0.0067, 0.1692) (-0.1145, 0.0466) (0.4696, 0.5274)

2 0.6099 -0.0213 -0.0699 0.0244 0.2770
(0.5781, 0.6422) ( -0.0319, -0.0107) (-0.1368, -0.0030) (-0.0341, 0.0830) (0.2610, 0.2943)

DE 1 -0.1961 0.0397 -0.1511 -0.0131 0.5095
(-0.2471, -0.1446) (0.0075, 0.0740) (-0.2555, -0.0495) (-0.1594, 0.1366) (0.4812, 0.5390)

2 0.7071 -0.0292 -0.1161 -0.0473 0.4662
(0.6588, 0.7550) (-0.0607, 0.0007) (-0.1996, -0.0321) (-0.1922, 0.0921) (0.4400, 0.4918)

FI 1 -0.2824 0.0467 0.0118 0.2261 0.6243
(-0.3501, -0.2145) (0.0013, 0.0934) ( -0.1299, 0.1563) (-0.0478, 0.4998) (0.5876, 0.6623)

2 0.6112 0.0109 0.0554 -0.0433 0.2755
(0.5839, 0.6376) (-0.0107, 0.0327) (-0.0234, 0.1291) (-0.1658, 0.0777) (0.2593, 0.2920)

FR 1 -0.2462 0.0084 0.1028 -0.0226 0.4512
(-0.3146, -0.1784) (-0.0021, 0.0186) (0.0113, 0.1950) (-0.1435, 0.0958) (0.4187, 0.4844)

2 0.2832 -0.0024 -0.0813 0.0186 0.2034
(0.2556, 0.3110) (-0.0065, 0.0020) (-0.1162, -0.0446) (-0.0328, 0.0701) (0.1919, 0.2145)

GE 1 -0.2362 0.0067 -0.1136 0.1822 0.6629
(-0.3181, -0.1576) (-0.0139, 0.0276) (-0.2389, 0.0157) (0.0129, 0.3466) (0.6254, 0.7018)

2 0.4190 0.0055 -0.0182 0.0082 0.1431
(0.3946, 0.4432) ( 0.0000, 0.0111) (-0.0529, 0.0164) (-0.044, 0.0597) (0.1343, 0.1524)

GR 1 -0.3368 0.0030 -0.0196 0.0499 0.3050
(-0.3769, -0.2943) (0.0000, 0.0060) (-0.0764, 0.0382) (-0.0157, 0.1152) (0.2878, 0.3225)

2 0.3800 -0.0026 -0.0969 0.0508 0.3103
(0.3357, 0.4243) (-0.0056, 0.0003) (-0.1627, -0.0309) (-0.0275, 0.1298) (0.2932, 0.3280)

IR 1 0.1231 0.0328 0.1688 -0.0060 0.4084
(0.0721, 0.1735) (-0.0453, 0.1107) (0.0925, 0.2434) (-0.0655, 0.0543) (0.3838, 0.4320)

2 1.5562 -0.0572 -0.1767 -0.0125 0.9821
(1.4268, 1.6867) (-0.1855, 0.0740) (-0.3652, 0.0130) (-0.1517, 0.1270) (0.9268, 1.0402)

IT 1 -0.2442 -0.0061 0.0630 -0.1769 0.5632
(-0.3354, -0.1537) (-0.0129, 0.0013) (-0.0520, 0.1835) (-0.2846, -0.0684) (0.5296, 0.5994)

2 0.4371 -0.0028 -0.0762 -0.0813 0.2256
(0.4011, 0.4739) (-0.0053, -0.0002) (-0.1160, -0.0365) (-0.1210, -0.0385) (0.2140, 0.2377)

LU 1 -0.2916 0.0225 0.1142 -0.0278 0.7417
(-0.3800, -0.2016) (-0.0035, 0.0482) (-0.0164, 0.2546) (-0.1323, 0.0755) (0.6815, 0.8229)

2 0.7275 0.0208 -0.0909 0.0288 0.4084
(0.6761, 0.7772) (0.0084, 0.0338) (-0.1811, 0.0022) (-0.0239, 0.0824) (0.3598, 0.4451)

NE 1 -0.1231 0.0010 0.0798 0.0551 0.3486
(-0.1619, -0.0854) (-0.0145, 0.0166) (0.0133, 0.1463) (-0.0176, 0.1272) (0.3058, 0.3742)

2 0.4528 -0.0080 -0.0206 -0.0043 0.1921
(0.4277, 0.4778) (-0.0154, -0.0008) (-0.0634, 0.0220) (-0.0514, 0.0439) (0.1769, 0.2219)

PO 1 -0.2954 -0.0013 -0.0564 0.0740 0.4084
(-0.3679, -0.2224) (-0.0059, 0.0035) (-0.1281, 0.0175) (0.0202, 0.1276) (0.3832, 0.4343)

2 0.4053 -0.0007 0.0647 0.0132 0.2962
(0.3663, 0.4440) (-0.0033, 0.0020) (0.0146, 0.1143) (-0.0135, 0.0384) (0.2804, 0.3127)

SP 1 -0.2965 -0.0044 0.0801 0.0197 0.5555
(-0.3887, -0.2039) (-0.0105, 0.0016) (-0.0226, 0.1802) (-0.1457, 0.1954) (0.5151, 0.6016)

2 0.4704 -0.0057 0.0689 -0.1331 0.2839
(0.4298, 0.5129) (-0.0083, -0.0029) (0.0218, 0.1138) (-0.2149, -0.0525) (0.2668, 0.3012)

FIN1 1 -0.0009 0.0012 0.0193 0.0039 0.0386
(-0.0081, 0.0062) (0.0003, 0.0020) (0.0102, 0.0284) (-0.0110, 0.0193) (0.0365, 0.0408)

2 0.1542 -0.0007 -0.0005 -0.0122 0.0536
(0.1449, 0.1637) (-0.0019, 0.0005) (-0.0161, 0.0152) (-0.0330, 0.0082) (0.0505, 0.0569)

Table EC.4 Posterior means and 95% credible intervals (in brackets) of the parameter of measurement

equations of our PMS model with the growth in the Manufacturing sector as the dependent variable.
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Appendix E: Business cycles and financial cycle Fin1
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Figure EC.5 Estimated cycles for different specifications of the unconstrained PMS models (columns) and

countries (rows). The first column represent estimates of the climate conditions independent unconstrained PMS

model, the second columns to the fourth column respectively correspond to the estimates of the unconstrained

PMS model subject to temperature, drought and rainfall, while the last column represent estimates from

unconstrained PMS taking all the climate risk indicators into consideration simultaneously. In each plot

country-specific business cycles (black line), financial cycle (red line) and country specific industrial production

(IPI) growth (blue line).
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Figure EC.6 Estimated cycles for different specifications of the unconstrained PMS models (columns) and

countries (rows). The first column represent estimates of the climate conditions independent unconstrained PMS

model, the second columns to the fourth column respectively correspond to the estimates of the unconstrained

PMS model subject to temperature, drought and rainfall, while the last column represent estimates from

unconstrained PMS taking all the climate risk indicators into consideration simultaneously. In each plot

country-specific business cycles (black line), financial cycle (red line) and country specific industrial production

(IPI) growth (blue line).
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Figure EC.7 Financial index growth rates (black solid) and the estimated financial cycle Ŝx,t for the

unrestricted PMS model subject to different climate shock. Each column display the output of the PMS models

when it is subjected respectively to no climate condition (column 1), temperature only (column 2), drought only

(column 3), rainfall only (column 4) and simultaneously to all the climate change indices (last column).
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Figure EC.8 Estimated global common business cycles (m1(Ŝy,t), black line) and financial cycle (Ŝx,t red line)

for the unconstrained PMS model. Column 1 in the figure display the output of the PMS models in the absence

climate conditions, while the others represent output of the PMS models subject to indicators of changes in

climate conditions: temperature (CSU); drought (SPI) and rainfall (r20mm). The output of the PMS model when

subjected to temperature, drought and rainfall are displayed respectively in Columns 2, 3, and 4, while column 5

displays the PMS output while simultaneously taking all the climate risk indicators into consideration.
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Appendix F: Impact of change in weather conditions
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Figure EC.9 Estimates of monthly state-level Manufacturing sector indices and Financial index (Fin1) mean

growth rates (horizontal axis) and volatilities (vertical axis) with the Bayesian Panel Markov-switching model.

The horizontal axis represents the mean growth rates and the vertical axis the volatilities. Sample period:

February 1981 to December 2016 (month on month).
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Figure EC.10 Estimates of the monthly asymmetric effect of the change in the weather conditions on each

country’s monthly Manufacturing sector indices with the Bayesian Panel Markov-switching model. The horizontal

and vertical axes respectively, represent parameters capturing the effect of the climate change on IPI during

recession and expansion. Sample period: February 1981 to December 2016 (month on month). The climate

extreme indices CSU (panel 9(a)), SPI (panel 9(b)) and r20mm (panel 9(c)), respectively, captures consecutive

hot days , droughts , and number of days with heavy rainfall.
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Figure EC.11 Estimates of monthly state-level IPI and Fin mean growth rates (horizontal axis) and volatilities

(vertical axis) with the Bayesian Panel Markov-switching model. The horizontal axis represents the mean growth

rates and the vertical axis the volatilities. Sample period: February 1981 to December 2016 (month on month).

Column 1 of this figure display result obtained from the climate shocks independent PMS models while the others

represent the result obtained when the PMS model is subjected to climate shocks: temperature (CSU), drought

(SPI) and rainfall ( r20mm). Columns 2, 3, and 4 respectively display result of the PMS model subjected to

temperature only, drought and rainfall while column 5 simultaneously considers all the climate change indices in

the PMS model.
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(b) Drought (SPI) only
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(c) Rainfall (r20mm) only
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Figure EC.12 Estimates of the monthly asymmetric effect of the change in the weather condition on each

country’s monthly IPI with the Bayesian Panel Markov-switching model. The horizontal and vertical axes

respectively, represent parameters capturing the effect of the climate change on IPI during recession and

expansion. Sample period: February 1981 to December 2016 (month on month). Each column display the result

of the PMS model taking into consideration the climate risk indicators (ie. temperature, drought and rainfall) one

at a time.
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Figure EC.13 Estimates of the monthly asymmetric effect of the change in the weather condition on each

country’s monthly IPI with the Bayesian Panel Markov-switching model. The horizontal and vertical axes

respectively, represent parameters capturing the effect of the climate change on IPI during recession and

expansion. Sample period: February 1981 to December 2016 (month on month). The result is this figure take into

consideration all the indices of the climate change simultaneously. The columns display the result of the PMS

models relative to each of the climate risk indicators (ie. temperature, drought and rainfall) one at a time.
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Appendix G: Robustness check: Different Transformation of SPI

In this sections we consider 3 alternative transformation of the drought (SPI) index. The threshold for the

two indicator transform presented below are set to a=−1 and b= 1 while the percentage growth rate of the

IPI is taken as the dependent variable in the business measurement equation.

i. Transform based on cumulative distribution function (CDF): In the first case, the SPI is transformed

back to the probability space with the (CDF) of a normal (Φ) to get a continuous indicator. This measure

quantifies the intensity of the drought index relative to extreme dryness.

2. Transform based on conditional CDF: In this case, we construct two separate continuous indicators

accounting for moderate drought to extreme drought and moderately wet to extremely wet by transforming

the SPI back to the probability space with the conditional CDF of the two tails. This is achieved by doing

the following:

Let S and St, respectively, denote the random variable representing the SPI and the value of SPI at time t.

Also, let dt and wt, respectively, the conditional cumulative probability that the drought index (SPI) is larger

than St giving that the SPI falls between the extreme dryness and moderate dryness and the conditional

cumulative probability that the drought index (SPI) is larger than St giving that the SPI falls between

the moderately wet and extremely wet climatic condition. This measures dt and wt may, respectively, be

understood to capture the intensity of the drought condition relative to moderately dry and wet situations.

dt = 1−P (S <St|S < a) =

{
1− (Φ(St)/Φ(a)), for St <a ,

0, otherwise,

and

wt = P (S <St|S > b) =

{
1− (1−Φ(St))/(1−Φ(b)) for St > b ,

0, otherwise.

3. Transform based on the two tails of the support of the SPI: the tails captures the two extremes of the

SPI index. Given the thresholds a and b the following segments of the SPI are considered.

wt = (a−St) if St <a and 0 otherwise and dt = (St− b) if St > b and 0 otherwise (you get two indicators).

Statistically significant estimates of the parameters of the measurement equations taking each of the above

transformation one at a time are reported in Figure EC.14 to Figure EC.19. The impact of both CSU and

precipitation remain in these figures are consistent with the result of the model utilizing dummy transfor-

mation of the SPI. The models accounting for the two extremes of the SPI index provides further insight

into identifying which of the two extremes (dry or wet) of the drought index contributes to the economic

growth. As for the SPI index, conditional on a moderate to extreme drought weather condition, increase

in the likelihood of the intensity of drought relative to moderately dry events seem to support growth in

the Netherlands and Belgium irrespective of the state of the economy. Similarly, Denmark and Portugal,

respectively, tend to enjoy positive impacts of increasing intensity of drought relative to moderately dry

weather conditions, recession and expansion. Finland, Germany, Luxembourg, Italy and Austria however are

likely to experience reduction in their growth rates during expansion as a result of increasing intensity in
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drought. On the other hand, conditional on a moderately to extremely wet weather condition, increase in the

cumulative probability of the intensity of wet event seem to provide an enabling environment upon which

the negative effect of recession on Portugal and Greece is lessen whereas Belgium, Spain and Finland tend

to derive additional growth from this weather condition during expansion. An uneven impact of this weather

scenario is experienced by the Netherlands: comparatively to a moderately wet condition, a wetter weather

condition seems to ameliorate the adverse effect of recession and reduces the growth rate in expansion.



e-companion to Author: The impact of Climate on Economic and Financial Cycles ec25

Recession Expansion
In

te
rc

ep
t

T
em

p
er

at
u
re

(C
S
U

)
D

ro
u
g
h
t

(S
P

I)

Figure EC.14 Study area with the impact of climate shocks (indicated by different colours) on the growth rate

on the represented EU Countries during recession and expansion. White patches suggests that the entity is not

responsive (statistically significant) to the shock, while the yellow and green patches respectively denotes

negative and positive impact. The measure of the SPI index used here is the associated cumulative distribution of

the index with extreme dryness to extremely wet weather condition.
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Figure EC.15 Continued from previous page Figure EC.14.
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Figure EC.16 Study area with the impact of climate shocks (indicated by different colours) on the growth rate

on the represented EU Countries during recession and expansion. White patches suggests that the entity is not

responsive (statistically significant) to the shock, while the yellow and green patches respectively denotes

negative and positive impact. The measure of drought is constructed based on the conditional cumulative

distribution function of the tails of the climate shock index.
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Figure EC.17 Continued from previous page Figure EC.16
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The results for this case and case 2 are quite similar.
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Figure EC.18 Study area with the impact of climate shocks (indicated by different colours) on the growth rate

on the represented EU Countries during recession and expansion. White patches suggests that the entity is not

responsive (statistically significant) to the shock, while the yellow and green patches respectively denotes

negative and positive impact. The measure of drought is constructed based a threshold definition of the tails of

the extreme weather index.
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Figure EC.19 Continued from previous page Figure EC.18
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Appendix H: Posterior distributions
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Figure EC.20 Posterior density for the interaction parameters of both the business cycle (blue line) and the

financial cycle (red line) for the pooled PMS models. Row 1, 2, and 3 respectively display the density function of

the idiosyncratic parameter (α), the local parameter (financial cycle) (β), and the global business cycle parameter

(γ). Column 1 of this figure display result obtained form the climate condition independent PMS models, columns

2, 3, and 4 respectively display result of the PMS model subjected to temperature only, drought only and rainfall

only while column 5 simultaneously considers all the climate change indices in the PMS model.
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Figure EC.21 Posterior density for the interaction parameters of both the business cycles (red lines) and the

financial cycle (blue line) for the unconstrained PMS models. Row 1, 2, and 3 respectively display the density

function of the idiosyncratic parameter (α), the local parameter (financial cycle) (β), and the global business

cycle parameter (γ). Column 1 of this figure display result obtained form the climate condition independent PMS

models, columns 2, 3, and 4 respectively display result of the PMS model subjected to temperature only, drought

only and rainfall only while column 5 simultaneously considers all the climate change indices in the PMS model.
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