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La Società Italiana di Statistica (SIS), fondata nel 1939, è una società scientifica 
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- Prof.ssa Maria Maddalena Barbieri, Università Roma Tre
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- Dott. Stefano Falorsi, ISTAT

- Prof. Alessio Pollice, Università di Bari
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Fabrizio Cipollini, Università degli Studi di Firenze
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A Bayesian semiparametric model for terrorist

networks

Un modello Bayesiano semiparametrico per reti

terroristiche

Emanuele Aliverti

Abstract A recent field of research employs network-analysis’ tools to the dark

network framework, in which pairwise informations about terrorists’ activities are

available. In this work we focus on the “Noordin Mohamed Top” dataset, develop-

ing an asymmetric approach that treats one network as response and the remaining

as covariates. The objective is to identify which information may be useful in pre-

dicting terrorists’ collaboration in a bombing attack, identifying at the same time

the most influential subjects involved in these dynamics. Such aim is addressed

through an asymmetric Bayesian semi-parametric model for networks that, through

a suitable prior specification, integrates a flexible regularization and the detection of

leading nodes. Taking advantage of the Pólya-Gamma data augmentation scheme,

we develop an efficient Gibbs sampler to make inference on the parameters involved.

Abstract Un recente ambito di ricerca impiega strumenti tipici dell’analisi di reti

nei contesti di dark networks, nei quali sono disponibili informazioni riguardanti

attività terroristiche sotto forma di legami a coppie. In questo lavoro ci conen-

traimo sul dataset relativo a “Noordin Mohamed Top”, sviluppando un approc-

cio asimmetrico che considera una particolare rete come risposta, e le rimanenti

come esplicative. L’obiettivo identificare quale informazione possa essere utile per

predirre la collaborazione di diversi terroristi in un attentato, identificando con-

temporaneamente i pi influenti soggetti coinvolti in queste dinamiche. Il problema é

affrontato tramite un modello Bayesiano semiparametrico per reti che, attraverso un

opportuno specificazione delle distribuzioni a priori, incorpora al suo internouna

regolazione flessibile e l’identificazioe dei nodi leader. Sfruttando lo schema Pólya-

Gamma per dati aumentati, presentiamo un efficiente Gibbs sampler per fare in-

ferenza sui parametri coinvolti.

Key words: Terrorism, networks, Bayesian semiparametrics, latent space, spike-

and slabs prior,matrix factorization
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1 Introduction

After September 11th, intelligence agencies of different countries employed tools

of the network science to serve in the fight against terroristic groups, often named

dark networks. Great effort has been made to develop tools for identifying key play-

ers, that is actors within the network reporting high values in terms of some suitable

network statistics. Since aggressive strategies encountered different failures, and the

necessity of more sophisticated approaches became evident: [7] for example propose

to focus on approaches less aggressive than direct military operations, involving a

subtle application of informatics tools in order to gather different informations from

various sources. The proper interpretation of retrieved data may provide a deeper de-

scription of terrorism, embracing at the same time social, economics and personal

aspects, thus useful to develop strategies to defeat the roots of criminals associations.

Our motivating approach rises from the “Noordin Mohamed Top” dataset, drawn

from a publication of the International Crisis Group; it consists of different ties

among terrorists of the most ruthless group of the southwest Asia.

Data are coded into 10 symmetric relationships between network’s leader, No-

ordin Mohamed Top, and 78 affiliates, thus naturally coded into a multilayer simple

graphs, that is a structure G = {V,Ek} where nodes (elements of V ) represent terror-

ists and edges (unordered pairs situated in the set Ek) the presence of the particular

k-th relationship among two generic subjects.

We expect a certain degree of association among different relationships, since

they’re defined over the same set of nodes. Therefore, we would like to propose

an approach able to efficiently use the information held inside “simpler” network

in order to predict and make inference on the most interesting one, which is the

network referred to the co-participation at the same terroristic bombing..

2 Proposed approach

Our research objectives can be faced by setting up an asymmetric framework, that

threats one network as response and the remaining as covariates. The proposal of [3]
is the most appropriate, and hence we will adapt this approach to our purposes by in-

cluding nodal random effects and a non-parametric matrix factorization that avoids

the estimation of different models. Let v the number of nodes of each network, Y

the v×v adjacency matrix referred to the response network and X the v×v× p array

containing the p adjacency matrices referred to the p explanatory networks. We will

consider only undirected and unweighted network (simple graphs), so adjacency

matrices associated at are all dichotomous, symmetric and with non-defined ele-

ments on the main diagonal. Hence yi j = y ji ∈ {0,1} and xi j k = x ji k ∈ {0,1} ∀ i, j,k.

Since the response network can assume only two values (presence or absence of

edges), it is reasonable to assume a conditional bernoulli distribution for the under-
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lying generative mechanism. We parametrize πi j, the probability of observing an

edge between node i and node j, through its log-odds θi j. Formally:

yi j|πi j
ind
∼ Bin(1,πi j) θi j = log

(
πi j

1−πi j

)

Furthermore, we decompose the linear predictor θi j into two components: the

first can be regarded as a parametric mixed model component, while the second as

a non-parametric matrix factorization.

θi j = α +
p

∑
k=1

[βk +bik +b jk]xi j k

︸ ︷︷ ︸

Parametric component:
fixed and random effects

+
H

∑
h=1

λhzihz jh

︸ ︷︷ ︸

Non-parametric
component

α ∈ R, βk ∈ R k = 1, . . . , p zih ∈ R,λh ∈ R
+ i = 1, . . . ,v

bi = (bi1, . . . ,bip)∼ G, i = 1, . . . ,v

(1)

The parametric component describes the relationship between networks and de-

tects potentially influential nodes, which in this application means subjects whose

role in some relationships has been particularly different from the average one. The

basic interpretation is the following: α provides an indication of the density of the

response network, as an ordinary intercept in the binomial regression. Coefficient

βk are fixed effects in a logistic regression, that is the mean variation in the log

odds of the outcome attributable to the k-th explicative network. In order to take

advantage of the explicative power of covariates networks, we introduce additive

random effects referred to the generic nodes i and j involved in the (i, j)-th dyad.

In 1 bki represents the specific deviation of the i-th node from the main effect βk,

and so can account for his particular propensity in building ties in the response net-

work. For each relationship, the purpose is to identify subjects more (or less) likely

to commit an attack with, providing thus a brighter description of those dynamics.

Furthermore, additive random effects can account for between-rows heterogeneity

contained in the explanatory networks, allowing then a better estimation of the fixed

counterpart.

The non-parametric component decompose the residual among response and ex-

planatory networks in a flexible way, that is through a matrix factorization that al-

lows the number of factors to vary adaptively. It can be interpreted as a latent space

whose size is at most equal to H, in which zih represents the h-th latent coordi-

nate of the i-th node, while λh defines the importance of the h-th dimension of the

latent space in defining the final model. This strategy aims to adaptively account

for the dependencies in the response not seized by explanatory networks, providing

estimates for the parametric component deprived of potentially confounding factors.



40 Emanuele Aliverti

3 Prior distribution and posterior simulation

For a complete Bayesian definition of the proposed model we need to specify proper

prior distributions for the set of parameters involved.

3.1 Parametric component

We specify zero-mean normal distributions over the fixed effects parameter. For-

mally,

π(α)∼ N(µ0α ,σ
2
α0
) π(β ) = π(β1, . . . ,βp)∼ Np(µ0β

,Σβ0
) (2)

In our application, we expect a certain level of heterogeneity in nodes’ behavior,

both between different subject and within the same, when involved in different rela-

tionships. For example, it’s reasonable that dealing directly with leaders may led to

a higher propensity in participating at the same terroristic attack. However, certain

subjects may have had a central role just in the some specific relationships, such

as the school recruitment network, and a marginal position elsewhere; for that, we

need a prior distribution able to differentiate particular subjects from standard ones,

and hence we specify a spike and slabs prior distributions [4] independently for each

p-dimensional vector referred to the generic i-th subject, i = 1, . . . ,v. Formally:

G ∼ N(0,Γi), Γi = diag(γi1, . . . ,γip), γik = θik τ2
ik, k = 1, . . . , p

π(θik)
iid
∼ (1−wi)δv0

(·)+wiδ1(·)

π(τ−2
ik )∼ Gamma(d1,d2), π(wi)∼ Uniform [0,1]

(3)

In 3 v0 is a value close to zero, and the hyper-parameters d1,d2 are chosen in order

to obtain, for γk = θk τ2
k , a continuous distribution characterized by a spike in v0 and

a continuous right tail; δv0
and δ1 are Formally, a Multiplicative Inverse Gamma

(MIG) is specified as prior probability measure over the loading elements λh in 1,

and standard Gaussian distribution for the latent coordinates. See [2] for a recent

discussion regarding the properties of the MIG prior. Formally:

zih
iid
∼ N(0,1), i = 1, . . . ,v

λh =
h

∏
m=1

1

θm

, θ1 ∼ Gamma(a1,1), θh≥2
iid
∼ Gamma(a2,1)

(4)

with a1 > 0 and a2 > 1 fixed hyper parameters.
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3.2 Posterior Simulation

Adapting the Pólya-Gamma data augmentation strategy proposed by [6] in the lo-

gistic regression framework, we can obtain the full-conditional distributions for the

parameters involved in our model, and hence implement a Gibbs sampling strategy.

4 Results

The effects of different network is heterogeneous: for example, a tie in the com-

munication network increments, in mean, the log odds of collaborating in the same

bombing operations of around 2 times; furthermore, if two terrorist had been in

the same terroristic organization the log odds is lowered of an amount around 1.33

times, that is not so trivial. As for influential nodes, the spike and slabs strategy iden-

tify several terrorists, confirmed to be such in the Indonesian reports. The predictive

performance recorded an an average area under the ROC curve equal to 0.864, a

false positive rate equal to 0.225 and a total negative rate of 0.220, using as esti-

mates for the missing edges the mean of the posterior predictive density and, where

needed, the overall density of the response network as cutoff value.
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