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Abstract

In this paper we propose a hybrid metaheuristic based on Particle Swarm Optimization, which
we tailor on a portfolio selection problem. To motivate and apply our hybrid metaheuristic, we
reformulate the portfolio selection problem as an unconstrained problem, by means of penalty
functions in the framework of the exact penalty methods. Our metaheuristic is hybrid as it
adaptively updates the penalty parameters of the unconstrained model during the optimization
process. In addition, it iteratively refines its solutions to reduce possible infeasibilities. We
report also a numerical case study. Our hybrid metaheuristic appears to perform better than
the corresponding Particle Swarm Optimization solver with constant penalty parameters. It
performs similarly to two corresponding Particle Swarm Optimization solvers with penalty
parameters respectively determined by a REVAC-based tuning procedure and an irace-based
one, but on average it just needs less than 4% of the computational time requested by the
latter procedures.
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1 Introduction

Setting the parameters used within an algorithm is a key-point to insure its reliability, perfor-
mances, robustness, and scalability. Although many approaches resort to experts’ judgement
to determine the algorithm’s parameter values (see Kotthoff et al. 2019), the literature pro-
poses a great number of parameter setting procedures (Lobo et al. 2007). As in Eiben et al.
(1999), we can partition these approaches in parameter tuning techniques (also referred to
as off-line configuration), which determine the algorithm parameters values before the algo-
rithm execution, and parameter control techniques (also referred to as on-line control), which
continuously update the parameter values during the algorithm execution.

On this guideline, also Particle Swarm Optimization (PSO) has been used to assess the
parameters of other algorithms. In this regard we have for instance: (a) (Hong 2009), where
parameters value for a Support Vector Regression model are determined, using chaotic PSO,
(b) (Lin et al. 2008), where PSO is used to set parameters for Support Vector Machines, (c)
(Si et al. 2012) that uses PSO to tune Differential Evolution parameters.

Conversely, several approaches have also been proposed in the literature to determine PSO
parameters value. These approaches get started from extensive studies on PSO parameters
(inertia weight and coefficients), since the early PSO related research (Clerc and Kennedy
2002; Eberhart and Shi 2001; Shi and Eberhart 1998a,b). In this context, Trelea (2003),
Campana et al. (2010) study the possible range for PSO parameters in order to evaluate their
impact on convergence.

Methodologies and concepts to determine PSO parameter values can be partitioned in
tuning and control methods. Our contribution can be framed in this latter class of methods
that in the PSO jargon are also referred as to adaptive.

Amongst parameter funing procedures, Dai et al. (2011) proposes the idea of using an
additional PSO scheme that analyses the impact of each PSO parameter, while Wang et al.
(2014) proposes to use Taguchi method. In addition, other general purpose procedures of this
type could also be applied to PSO such as: (1) statistical procedures to evaluate parameter
settings and to eliminate candidate parameters configurations that are dominated by others
(Trujillo et al. 2020; Birattari et al. 2010); (2) meta-heuristic methods to explore the candidate
configurations space (Nannen et al. 2008; Hutter et al. 2007); (3) sequential model-based
optimisation in order to define both a correlation between parameter settings and algorithm
performance, and to identify high-performing parameter values (Hutter et al. 2011); (4) other
approaches, including Bayesian Optimization (Eggensperger et al. 2013), jointly used with
Gaussian process (Snoek et al. 2012), Random Forests (Hutter et al. 2011), and Tree Parzen
Estimator (Bergstra et al. 2011) (see Huang et al. 2019 for a detailed overview of parameter
tuning approaches).

Generally speaking, parameter tuning may be time consuming: this is why tuning is often
done by using cheap synthetic test functions that may turn to be rather different from the real
benchmarks, or by using cheap-to-evaluate surrogates of real hyperparameter optimization
benchmarks (Eggensperger et al. 2015).

Amongst control procedures we find: Shi and Obaiahnahatti (1998), which presents a
basic adaptive procedure for the assessment of PSO parameters that makes the inertia weight
decrease linearly over time; Zhan and Zhang (2008), which introduces the Adaptive Parti-
cle Swarm Optimization (APSO) that defines four evolutionary states to control the inertia
weight and the acceleration coefficients (along with other parameters); Hsieh et al. (2009),
which proposes an adaptive population management procedure to automatically determine
the population size; Winner et al. (2009), which employs non-explicit control parameters that
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describe self-organizing systems at an abstract level; Tang et al. (2011), which uses the search
history collected by particles to determine acceleration coefficients; time-varying acceleration
coefficients are considered also in Ratnaweera et al. (2004a). Stemming algorithms derived
from Genetic and Evolutionary Algorithms can be also seen as control procedures for PSO.
As an example, this is the case when mutation operators are introduced to avoid premature
convergence, as suggested by many contributions (Si et al. 2011; Sharma and Chhabra 2019;
Jana et al. 2019; Wang et al. 2019). Recently, a mechanism to control the balance between
exploration and exploitation has been detailed in Xia et al. (2020) (Dynamic Multi-Swarm
Global Particle Swarm Optimization), and a great attention to define learning strategies to
increase swarm diversity was given in Zhang et al. (2020). The interested reader can find a
comparative analysis among PSO schemes in, e.g., Harrison et al. (2018) where 18 different
self-adaptive PSO algorithms are investigated.

Adaptive versions of PSO (Zhan et al. 2009) have been applied to a plethora of problems,
see (Marinakis et al. 2015) for a literature review.

As regards the application of PSO techniques to portfolio optimization problems, some
cares and preliminaries are mandatory. Making effective decisions in real economic and
financial contexts may imply having to deal with complex or even NP-hard mathematical
programming problems (see, e.g., Arora et al. 2011). The modeling of many economic and
financial systems is not straightforward, and it may need to resort to non-analytical func-
tions or to a mixed-integer framework. In addition, on one hand, it requires to take into
account uncertainty, which is congenital to the economic environments. On the other hand,
professional operators may find difficult to use cumbersome models that require excessive
computational power. They may prefer to settle to extremely simplified decision models even
when they provide “solutions” that are fairly far from the optimal ones.

In the last decades, the above reasons and the greater availability of computational power
have fostered an increasing interest towards the development and the applications of meta-
heuristics. The interested reader is forwarded, as an example, to Soler-Dominguez et al.
(2017) that reports the increasing number of papers on applications of metaheuristics to
finance since 2000.

In this paper we propose a novel hybrid metaheuristic based on PSO, for approximately
solving complex mathematical programming problems as those introduced above. In par-
ticular, we tailor this hybrid metaheuristic on the portfolio selection problem presented in
Corazza et al. (2013). This problem is in general NP-hard, and its objective and constraints
are both nondifferentiable and nonconvex. We solve it using an exact penalty method which
transforms the constrained problem into an unconstrained one.

Our metaheuristic mainly consists of a PSO module and of other hybridizing procedures.
The former one jointly minimizes both the original objective function and all the constraint
violations. The latter ones initialize the solution search, adaptively update the penalty param-
eters and, finally, are used to refine the obtained solution.

We compare the results obtained by our hybrid metaheuristic with those provided by three
PSO-based solvers. In the first solver, the penalty parameters are simply kept constant, as
often done in the literature (see, e.g., Corazza et al. 2013). In the second and in the third solver
the penalty parameters are a-priori determined by a REVAC-based tuning procedure and an
irace-based one, respectively (see, for details, Nannen and Eiben 2007a; Lopez-Ibafiez et al.
2016). Our hybrid metaheuristic appears to perform better than the first PSO-based solver,
while it seems to perform similarly both to the second and to the third PSO-based solver.
However, our hybrid metaheuristic just needs on average less than 4% of the computational
time requested by the latter PSO-based solvers. In particular, all such evidences hold even
when a reduced number of iterations is allowed for the solvers, e.g., in case of optimization
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problems for which computing the value of the solution is costly. This makes our hybrid
metaheuristic a flexible tool that can provide a fast approximate solution to a financial expert,
who frequently needs to select portfolios in real time. We observe that there is also the
chance to preliminary propose an offline application of REVAC/irace, over a given prototype
problem, and then to use the resulting computed PSO parameters on the current instance.
Nevertheless, this approach implies a couple of drawbacks: the resulting PSO parameters, to
be used on the current problem, would be just suboptimal; moreover, there is no guarantee
that the problem used for PSO tuning parameters has a comparable complexity with respect
to the problem in hand. Both the last issues unavoidably risk to deteriorate the performance
of PSO on the current problem.

In the next sections we provide both methodological motivations and numerical results that
reveal why our hybrid metaheuristic shows faster progresses, since the early iterations, than
classical PSO-based approaches. In particular, we argue that the structure of the considered
portfolio optimization problem, along with the fact that only its fast approximate solution
is sought, suggested our choice for a dynamic (say adaptive) penalty approach (see also
Sects. 4.1 and 5 ). As regards the last issue, we refer the interested reader to Griffin and
Kolda (2010). This study presents possible guidelines for approximately solving complex
constrained optimization problems, when differentiability is not a mandatory issue for the
penalty framework.

Our preference for a PSO-based solver, with respect to other possible alternative heuristics,
relies also on the results in Corazza et al. (2012), where the use of Genetic Algorithms
for solving a similar portfolio problem was investigated, and a PSO approach appeared
to perform better. Some other alternatives were also considered such as: Filter Methods
(Nocedal and Wright 2006), Augmented Lagrangian Methods (Nocedal and Wright 2006)
or Lagrangian Relaxation (Fisher 1985). However, they were excluded as they seemed to fit
less our efficiency requisites than a PSO approach, as we argue at the end of Sect. 3.

For the sake of completeness, as regards portfolio selection problems, we also refer the
reader to the landmark papers Konno and Wijayanayake (1999) and Konno and Yamamoto
(2005), which focus on a theoretical approach issuing both a specific measure of risk and
transaction costs. Finally, the more recent extensions of PSO-based approaches for portfo-
lio selection problems in Chen and Zhang (2010) and Ray and Klepac (2019) are worth
investigating.

On balance, the main contributions of this paper, along with its elements of novelty with
respect to the current literature, can be summarized as follows:

e For our mixed-integer formulation of the portfolio selection problem we draw inspiration
from the penalty approach in Corazzaetal. (2013, 2012, 2019). However, unlike the latter
references, we split the procedure to update some subsets of variables in the problem, in
order to better exploit convexity with respect to a restricted number of unknowns.

e With respect to Corazza et al. (2013, 2012) we adopt an adaptive (dynamic) update of
penalty parameters, pursuing a twofold purpose. First we aim at preserving theoretical
issues on penalty methods for nonsmooth problems, then our settings are committed to
yield convincing numerical performance (see Sect. 4.1).

e With respect to Corazza et al. (2013, 2012, 2019), in our framework we embed a proce-
dure to update some of the problem unknowns, in accordance with the idea of Schwarz
Alternating Methods (SAM) (Gander 2008); i.e., we first split and then we refine the
vector of PSO particles’ position (see Sect. 4.2).

e This paper proposes a complete numerical experience (which is first intended to comple-
ment and then to extend the one in Corazza et al. (2013)). Moreover, our approach is also

@ Springer



Annals of Operations Research (2021) 304:109-137 113

compared with both state-of-the-art software (namely REVAC and irace) for parameter
tuning, and an exact method for mixed-integer programming problems (see Appendix
A).

The remainder of this paper is organized as follows. In the next section, we recall the
basics of PSO. In Sect. 3, we present the portfolio selection problem used as a reference
problem throughout this paper. In Sect. 4, we introduce our hybrid metaheuristic. In Sect. 5,
we describe the plan of our numerical experience and the issues that can arise. Then, we
report the results obtained from the application of the different metaheuristics. In Sect. 6, we
draw some final remarks.

The paper includes also an appendix, where we present the formulation of the portfolio
selection problem as a standard nonlinear mixed-integer programming problem. We use this
model to have reference exact solutions and to assess the approximation errors of the solutions
provided by our hybrid metaheuristic.

2 Basics on PSO

PSO is a metaheuristic iterative method for the solution of global optimization problems
(Kennedy and Eberhart 1995). It belongs to the class of bio-inspired methods which attempt
to emulate some natural paradigms of behavior, related to groups of individuals. Examples of
similar techniques can be found in the comprehensive study (Talbi and Nakib 2019), showing
their efficiency. PSO iteratively attempts to replicate the rationale behind a swarm foraging
for food. Each member of the swarm is called particle. Several PSO variants have been
proposed in the literature, both for unconstrained and constrained problems (Wu and Zhang
2013; Liang and Suganthan 2006), their performances depending often on the function to
optimize and the shape of its level sets.

Let P € N be the size of the swarm, f : IR” — R be a continuous function to minimize,
also referred to as fitness function in the PSO jargon. We assume that the level set

L) ={yeR": f(y) = fO)
is compact, for any given vector y € R", so that the minimization problem

min f(y) ey
)’E]R"
surely admits global solutions.
At iteration k of PSO, the position yj? € R” of each particle j of the swarm represents a
tentative solution for (1). Then, the j-th particle updates its position according with the rule

y§+1:y§+uf;+1, j=1,...,P, k=0,1,...,

being yf 1 ¢ R” its next position (tentative solution), while vﬁ“ € R” is its velocity, i.e.,
the search direction at yX.

The direction vj?H is typically computed as the cone combination of three contributions.
Namely, setting

k . h P _

pjeargorfnhlgk{f(yj)}, j=1,....P, k=0,1,..., (2a)

k . h _

pieag min {fON). k=01, (2b)
j=1,..P
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where the vector p',‘., respectively p’g, is the best solution so far found by particle j and by
the swarm, the search direction vl;H is given by Kennedy and Eberhart (1995)

k+1 _ Kk k k k k k k P —
Vj —V]+a]®(pj_y])+ﬂj®(pg_yj)7 j_l»~'~sP7 k—O,l,..., (3)
being:
e the vector v§ the so called inertia of particle j to change trajectory;

e the vector p']‘. — yf the deviation of yj? from the best previous position of particle j,

e the vector p’éf - yj? the deviation of yj? from the best previous solution so far found by
the swarm.

Finally, oz’]? , /3;? € IR" are positive random vectors, while the symbol ‘®’ indicates the entry-
by-entry product between vectors. In the literature, parameter a]]‘. is often addressed as the

cognitive parameter, while ]/‘ as the social parameter. In addition, they are usually expressed
as:

oi=crf,  j=1.....P k=01,...,
ﬂfzcgrg, j=1,...,P,k=0,1,...,

where, for any j and &, r{‘ and r§ are n-real vectors whose entries are determined according
to the prominent literature, while c’j‘. , cg entries assume values as described in Sect. 5.

We remark that, unlike the standard gradient based methods, the search direction vf“ is

not necessarily a descent direction for the function f at yj? . The new position yf“ that the
Jj-th particle computes at step k might not improve the objective function value, though it
might prevent the solutions to be entrapped in a neighborhood of a local minimum. Indeed,
the update (3) is designed to perform both an exploration and an exploitation in R". The
vector ,3;? ® ( plg - yj?) is mainly responsible for exploration, i.e., for the search of global
minima over the entire feasible set, avoiding entrapment in neighborhoods of poor local
minima. The vector oz’]? ® ( p]; — y?) is mainly responsible for exploitation, i.e., for refining
the solutions nearby promising local minima, when no further progress from exploration is
experienced.

In this paper, in accordance with Ozcan et al. (2016), we consider the following slightly
more general expression for the velocity:

vkl = [wkvf;+a§®(pf; —y§)+ﬂf®(p§—yf;)], j=1...,P k=0,1,...,

“
where x* and w* are positive parameters (see also Sect. 5.3 for the choice of their values)
respectively known as the constriction coefficient and inertia coefficient.

Important contributions have been recently published, which ensure that by a proper choice
of the coefficients in (4), some necessary conditions of convergence for PSO iteration can
be given. We refer the interested reader to, e.g., (Clerc and Kennedy 2002; Campana et al.
2010; Bonyadi and Michalewicz 2016).

3 Our reference portfolio selection problem

Broadly speaking, a portfolio selection problem consists in choosing a subset of assets with
the purpose of obtaining an appreciable return while keeping risk at a reasonable level.
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Developing portfolio selection models for real stock markets is in general a complex task for
several reasons. As an example effective models are often asked to:

e gauge the uncertainty by adopting risk measures that both satisfy appropriate formal
properties (e.g., coherence) and cope with the generally non-normal return distributions
of the real stock markets (Artzner et al. 1999). Risk measures should be designed to take
into account the risk attitude of different investors;

e provide a certain number of possible alternatives, when requested by the investors that
desire to make their final choice assessing the outcome of different scenarios;

e take into account several practices and rules of the portfolio management industry that
may affect the portfolio selection process. For instance, in the standard professional
practice, the fund managers self-impose bounds on the minimum and the maximum
number of assets to trade, in order to control the transaction costs;

e provide fast and reliable approximate solutions, rather than accurate but time consum-
ing ones. This holds in particular when the return of the approximate proposal is not
significantly different with respect to an exact (time consuming) one.

3.1 The constrained model

In this paper, we start from considering the portfolio selection model proposed in Corazza
et al. (2013, 2019). This model adopts a coherent risk measure based on the combination of
lower and upper partial moments of different orders of the portfolio return distribution. This
measure can manage non-Gaussian distributions of asset returns and can reflect different
investors’ risk attitudes (Chen and Wang 2008). It takes into account both the risk contained
in the “bad” tail (the left one of the portfolio return), and the advantages of using the “good”
tail (the right one of the same portfolio return), see, e.g., Artzner et al. (1999) for further
details. The considered model includes cardinality constraints to bound the minimum and
the maximum number of assets to trade, and includes also constraints on the minimum and
the maximum capital percentage to invest in each asset. These constraints often result from
a matching between broker’s knowledge and investor’s requests.

Before formalizing the portfolio selection problem of interest, we need to introduce the
notations which follow:

e Parameters:

— N: number of possible investment assets;

— r.: minimum desired expected return of the portfolio;

— Ky and K,;: minimum and maximum number of assets to trade, respectively;

— d and u: minimum and maximum capital percentage to invest in each asset, respec-
tively;

— p:index of the norm used in the risk measure of the portfolio, with p > 1, representing
investor’s attitude to risk;

— a: relative weight (0 < a < 1) assigned in the risk measure of the portfolio to the
good tail of the portfolio return distribution, with respect to the bad tail;

— r;: (stochastic) return of the i-th asset, fori = 1,..., N.

e Decisional variables:

— x;: continuous variable expressing the percentage of the portfolio invested in the i-th
asset, fori =1,..., N;
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— z;: indicator variable assuming value 1 if the i-th asset is included in the portfolio, 0

otherwise, fori =1,..., N.
In addition, x and z indicate respectively the N-dimensional vectors (xi, ..., xN)T and
15 ..., zv)T and:

e E[y] indicates the expected value of the random argument y,

e y~ indicates max{0, —y};

e yT indicates (—y)~;

e 7 stands for the vector (71, ...,7n)! of expected values7; = E[ri],i =1,..., N.

Note that hereinafter we denote the i-th entry of a vector s by either s; or (s);, the latter

notation is used if otherwise interpretation ambiguities may arise. Moreover, if u, v € RY

then u < v [u < v] is equivalent to the N inequalities u; < v; [u; < v;],i =1,..., N.
Given the above notation, we can express the overall stochastic portfolio return as r =

ZIN=1 rix;, and consequently the expected portfolio return as

N

E[r] = Z?ix,».

i=1
Accordingly, we express the risk measure of the portfolio return as
Pa,p(r) = allr — ElrD* i + (A = &)l — ElrD Nl — Elr].

The risk measure p,, ,(r) is coherent, as proved in Chen and Wang (2008), and allows to
describe the investor’s risk attitude through an appropriate tuning of the non-negative values
of parameters a and p.

Following the notation of the authors in Chen and Wang (2008), we are now ready to
formulate the portfolio selection problem as follows:

min pa,p(r) = all(r — ElrD* I+ A =a)l(r = Elr) Nl — Elr] (5a)

s.t. E[r]>r. (5b)

N
ZX,‘ =1 (50)
i=1

N
Kq<) 7z <K, (5d)
i=1
zid < x; < zju, i=1,...,N (5e)
z €0, 1), i=1,...,N. (56)

Constraint (5b) imposes the minimum desired expected return of the portfolio. Constraint (5c)
imposes a budget constraint. Constraints (5d) and (5e) impose respectively bounds on the
number of assets traded and on the capital percentage to invest in each asset of the portfolio.
In particular, the left inequality in (5e) suggests that short-selling is not allowed, as long
as d > 0. Finally, constraints (5f) impose that an asset is either included or excluded from
the portfolio, i.e. the variables z;, i = 1,..., N are binary. In the next section we give a
framework for the transformation of (5) into an unconstrained optimization problem, so that
PSO can be applied for its approximate solution.
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3.2 An unconstrained model

Here, we show how to reformulate (5) as an unconstrained optimization problem by means
of penalty functions, so that PSO can be applied. To this end, initially we recall some basic
results on penalty functions.

Given a function f : R” — IR, and two vector functions & = {hy, ha, ..., hy} : R" —
R™ and g = {gm+1, gm+2,---,8p} : R" — IRP™™ 'with f, h,g € C'(R"), consider the
constrained optimization problem

min £(y), ©)
yeF

where F = {y € R" : h(y) =0, g(y) < 0} is compact.
We can associate to (6) the following £ -nondifferentiable exact penalty function (Zangwill
1967)

m P
1 1
Pyim = f+ Y, — Ikl + Y — [max{0, g;m}], )
iz M j=mt1 1
being n = {n1, M2, ..., W, Mmt1, .-+, Np—1,Np} > 0 a vector of positive penalty parame-

ters.
Then, the Mangasarian-Fromowitz Constraint Qualification (MFCQ) (Bazaraa et al.
2006) condition holds at point y € F for problem (6) if:

(a) the vectors Vi (D), ..., Vh, (D) are linearly independent;
(b) there exists a nonzero vector d € R” such that

1. Vhi()HTd =0,fori=1,...,m
2. Vg;(»HTd <0,forj=m+1,...,pand g;(F) = 0.

Finally, consider the following unconstrained minimization problem

min P (y; n). 3)

ye

where €2 is an open set that contains the compact set F, (i.e., Qo F ). In addition, denote
with € a closure of the open set €2 (i.e., 2 = cl(£2)). The following proposition holds (see,
e.g., Mangasarian and Han 1979).

Proposition 1 Consider the problems (6) and (8). If

e MFCQ holds at any global minimum of P (6),
e there exists a set Q2 such that Q = cl(Scl) and 2D F

then, there exists a vector n* > 0 such that for any n € (0, n*], any global minimum of (6)
is a global minimum of (8) and vice versa.

Proposition 1 establishes a relation between the solutions of (6) and (8). In particular, it
implies that constrained problem (6) can be solved by efficient iterative descent methods for
the unconstrained problem (8). However, in general, iteratively solving problem (8) starting
from an initial point y and a given choice of the real parameter > 0, may not yield a
solution of (6), because the level set

LP,y,m={yeR" : P(y;n) < P(y;n} (©))

possibly does not satisfy the condition L(P, y, 1) 2 F, as implicitly required by the second
condition in Proposition 1.
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The above considerations motivate our proposal for adaptively updating the penalty param-
eters. Indeed, the choices of both € and n are crucial for the possibility of determining an
optimal point of (6) by solving (8). Unfortunately, neither <2 nor 1 can be usually known
a-priori. For example, we might be induced to set n very small. However, we could provide
no guarantee that n < n* holds. In addition, if 7 is too small, serious ill-conditioning might
arise, implying numerical instability and possibly slow progress at each iteration of a descent
solution method.

We decided to adopt for our reference portfolio selection problem a standard exact penalty
framework, given its simplicity and since it guarantees sufficient theoretical results under mild
assumptions. Nevertheless, we cannot exclude that other penalty approaches could suit better
when f(y) is non-differentiable.

To apply the results in Proposition 1 to our portfolio selection problem (5), we first have
to replace the constraint z; € {0, 1} (i.e. (5f)) with z; (1 — z;) = 0, withi = 1,..., N.In this
way, we obtain that the feasible set of (5) is surely compact.

Unfortunately, point (a) of the MFCQ condition might not be satisfied at some feasible
points. In addition, function pg, ,(r) in (5a) is not continuously differentiable as required. All
the same, we can still adopt a penalty framework by invoking the general result in Bazaraa
et al. (2006)-Theorem 9.22, which requires only the continuity of the objective function,
although convergence properties are partially lost.

In particular, we set 2 = R?Y and adaptively update the vector of parameters 7, accept-
ing the possibility that some of its entries approach very small values (see Sect. 5.1). As
some convergence results are partially lost, we will introduce further corrections to improve
performance. Considering (5), our £1-penalty problem becomes

min P(x,z;¢) (10

xeRY, zeRN

with ¢ € R8 and

I AR
P(x,z;¢) :,oa,p(r)—l—g— grmax{0,r, — E FiXi ¢ + &
0 ‘
i=1

N
in —1
i=1

N
+&3 max {0, Kqg— ZZ[] +

i=1

N N
+ &4 max [0, ZZi - Ku] + &5 ZmaX{O»Zid - X} +
i=1 i=1

N N
+ &6 Zmax {0, x; — zju} + &7 Z [zi (1 — Zi)|:|

i=1 i=1

where ¢ = (g9, €1, ..., e7)T > 0. We remark that each of the penalty parameters 7 in (7) is
replaced by a ratio of parameters € /gg in P(x, z; €). This choice is motivated by efficiency
reasons, as clarified in the next sections.

The existence of a unique minimizer of P (x, z; €) is not guaranteed. Hence, the necessity
to tackle the problem (10) by a global method. Finally, considering that even the problem
(10) is in general NP-hard, and that practitioners may need a fast approximate solution of
their portfolio problems to compare different scenarios, we decided to move away the focus
of the paper from asymptotically convergent exact global methods, when solving (10). In
this regard, our choice of adopting PSO seems to provide a reasonable compromise between
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precision of the approximate solution in the early iterations, and computational burden, as
the numerical results in Sect. 5 seem to confirm.

We remark that other possible alternative approaches to approximately solve (10) can be
considered. Among them we find Lagrangian Relaxation methods (see for instance Fisher
1985; Bertsekas 2016), which can also provide appealing bounds on the value of the objective
function. In particular, they consist of moving (dualizing) some inequality constraints to the
objective function, after multiplying them by some nonnegative values (dual variables). This
approach proved to work efficiently on several classes of optimization problems, both linear
and nonlinear. However, on our portfolio optimization problem, the iterative computation of
the dual variables might require a cumbersome and possibly inefficient updating procedure.
The PSO choice to assess the penalty parameters, based on the knowledge available at the
current iteration, appeared more efficient.

4 Our hybrid metaheuristic

In this section we describe our hybrid metaheuristic, hereafter referred also as PSO-D (D
stands for dynamic). Its pseudo-code is reported by the Algorithm 1. The metaheuristic
includes an initialization phase and an iteration phase. In turn, the iteration phase includes an
external and an internal loop. The values of the position of the particles, i.e., of variables x
andz;,for j =1, ..., P,are updated in the internal loop. The value of the penalty parameter
vector ¢ is updated in the external loop.

Our hybrid metaheuristic includes two distinctive characteristics: the adaptive change
of the penalty parameter vector ¢, and the split and refinement of the particle positions, in
addition to their updating.

4.1 Penalty parameter vector £ settings and updating

Assessing effective penalty parameters is a tricky issue and depends on the class of problems
under concern. We propose an adaptive tuning of these parameters based on the overall
progress of the metaheuristic.

Hereinafter, we use the symbol ¥ to indicate the value of vector ¢ at iteration k. In addition,
in accordance with what we have defined in (2b), we indicate piﬁ as the best position among

PSO particles until iteration k. In particular, we split and express piﬁ (similarly for p’]‘. ) as

k k k
Py = (Xg, Zg)

to emphasize that a particle position has two subvectors of components, the subvector of
variables x* and the subvector of variables z¥.
For k = 0 the initial parameters vector £° is set as

e = (e, &), 69,69, 69, 62,60, €9 = (1074, 1,1, 1, 1,1, 1, 1) e R®.

The values of the entries 8?, i =1,...,7are chosen to initially impose an equal penalization
for all constraints violations. Differently, the value of 88 is chosen much smaller in order to
initially privilege feasible solutions.

For k > 1, the vector £ is updated as follows. We update 8’6 by checking for a possible

decrease of the value of,oa,p(r’éf), where r;f = Z¢N=1 (xéf)i ri.Fori =1,...,7, weupdate sllf,
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Algorithm 1: Pseudo-code of hybrid metaheuristic PSO- D(IT) that returns a (sub)-
optimal solution of portfolio selection problem IT.

PSO- D(IT)

Input: [T a constrained portfolio selection problem of type (5)

Output: A (sub)-optimal solution y* = (x*, z*) to problem IT

Initialization:
begin
reformulate Problem (5) into Problem (8)
set initial value of 0 = {88, s(l), 88, R 89}
foreach particle j do
set initial values x?
end
setk =0
end
Iteration k:
repeat
repeat
foreach particle j do
set the vector z];-'H

update the vector x];"'l

refine the vector x]/f‘H

end

k=k+1
until internal loop STOP condition
update the value of ek

until external loop STOP condition
k Zk)
88"

return (x

by checking for the violation y; of the i-th constraint:

N
Xl(xg, z]g,) =max10,r, — Z;" (x;‘)i
i=1
k _ky _ (1T .k
Xk, 2 = [173 — 1]
X3(xg, 25) = max{0, Kg — 172§}
K, 2g) = max{0, 172§ — Ky}

Xs(xg, 2§) = imax {0’ (Z];>l d— (x§>l}

i=1

X6(X§, Zg) = imax {0, (xg)i — (Z‘];)i u}
i=1
et = 3[(2) (1- ()]

i=1

We also adopted the following strategy:
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e Every 5 iterations of the PSO-D internal loop, we update the entry 8’6 of &¥, according
with the following rule:

min {38]6, 1} if pg, p(r ) > Pa, p(rk B
eg ™ = { max {0665, 10715} if p, (%) < 0.90 - pa,p(rj;—l) (11)
8]5 otherwise.
In all the other iterations, 8]6+l = 8]6.
e Every 10 iterations of the PSO-D internal loop, we update the entries 5{?, i=1,...,7,

of &k, according with the following rule:

min {26f, 10*} i xi(xf, 25) > 0.95- (1, 25

k+1 _
& = max{é Ik, 10_4} if X,(xg,zg) <0.90 - x,(xk I,Zg ) (12)
&; otherwise.
In all the other iterations, sl’.‘H = 8 Ji=1,...,7.

The above argument implies that the internal loop stop condition in Algorithm 1 is (k
mod 5) = 0. The choice of the coefficients used in (11) and (12) is motivated by effi-
ciency reasons, and is obtained after a very coarse initial tuning over our portfolio selection
problems.

Roughly speaking, in (11), penalty parameter sé is increased in P (x, z; e¥1) to favor
optimality of solutions, possibly at the expenses of their feasibility, when the risk func-

tion value pg, p(rk) increases. Following a similar argument, 8]5+1 is decreased in order
k+1

+1

to increase feasibility when oy, p(r ) decreases. As regards (12), penalty parameter ¢;
is increased to favor fea51b111ty of solutlons possibly at the expenses of their optlmahty,
when the violation y; (xg, zX) of the i-th constraint significantly increases with respect to
Xi (xk L Zk Zg ~1). Conversely, with an opposite rationale, the parameter Sk +1is decreased in
case we observe a relevant 1mpr0vement of feasibility with respect to the i-th constraint i.e.,

Xk, 28) < ekt 25,
4.2 Splitting and refining particles’ positions

We observe that from (10) P(x, z; ¥) is convex with respect to the subvector x, as in (5)
both p,, ,(r) and the constrains functions are convex in RY with respect to x. We try to take
advantage of this fact in our hybrid metaheuristic in order to rapidly identify a (sub)-optimal
value of the x component of the problem solution. In particular, at any iteration in the internal
loop of PSO-D, we split each particle position in its components xj? and z]; and update them

+1

separately. For any particle j the subvector z];. =z (x%) is updated with the following

procedure

(Zk'+1)' — 0 if (xj?)i € (_OO’ d) U (l/t, OO),
i 1 otherwise.

Then, we keep zk+1 constant and minimize P (x, zk+] : €X) only with respect to x, obtaining

)E];“. Finally, ¥ ; !is further refined to obtain xk+]

(A/(-‘rl) (Zk'+l)'
k), = : j=1,...,P,i=1,...,N.

ooy ("‘“),(z’;“)f
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The above splitting and refining steps ensure that at the end of the internal loop of PSO-
D, each vector (le, zk.“) satisfies (5¢), (5e) and (5f). In our numerical experience, we
observed that the refinement of the subvector x has also another positive effect, since the

value of the fitness function p,, , (r) at xf is typically smaller than at )Gj‘ . On the other hand,

constraints (5b) and (5d) might be sometimes violated at (xj?, z’jf ). However, they are typically
fulfilled in a neighborhood of the final solution point.

We complete this section by observing that, splitting the vector of unknowns in the two
subvectors x and z, which are separately updated, may also be motivated from the perspective
of the Schwarz Alternating Method (SAM), introduced by Gander (2008). The SAM method,
which was originally conceived to speed up the solution of a differential equation on the
union of a finite number of domains, can be extended to accelerate the solution of linear and
nonlinear systems of equations. It is essentially based on splitting the set of variables into
subsets. Then, the problem is repeatedly solved only on the resulting subsets of the unknowns,
so that the overall problem is never fully solved with respect to all the variables.

5 Numerical experiences
In this section we report our experimental analysis. Specifically, we implemented:

1. our hybrid metaheuristic PSO-D as described by the Algorithm 1;

2. aPSO metaheuristic, hereafter referred to as PSO-S (S stands for static), in which penalty
parameters vector ¢ is a-priori fixed for all the iterations;

3. aPSO metaheuristic, hereafter referred to as PSO-R (R stands for REVAC), with a REVAC
parameter tuning approach (Nannen and Eiben 2007b; Montero et al. 2014), in which
penalty parameters vector ¢ is first computed in a presolve procedure using REVAC.
Then, we set ek = &, for any k > 1, when minimizing P (x, z; Sk) in (10);

4. a PSO metaheuristic, hereafter referred to as PSO-I (I stands for irace), with an irace
parameter tuning approach (Lopez-Ibafiez et al. 2016) in place of REVAC one.

Finally, we also treated (5) as a fully nonlinear mixed-integer problem, that we solved
through a standard exact solver based on a Branch-and-Bound scheme (hereafter referred
to as ES). We used the results obtained by exactly solving the mixed integer formulation to
obtain reference values for the results provided by PSO-D, PSO-S, PSO-R and PSO-I. In
this regard, note that since our portfolio selection problem is NP-hard, the ES approach may
require a prohibitive amount of time for computation when the number of assets increases.
This fact may obviously discourage practitioners from using it. Details of both the mixed-
integer formulation and the relative solver adopted are reported in the Appendix.

As for the numerical instances, we considered assets belonging to stock-exchange indexes,
in which daily close prices over a time horizon 7" are converted in daily returns by using the
S:glril
represents the return of asset i at time ¢. Then, in accordance with (Corazza et al. 2013;
Chen and Wang 2008), we approximate the expected values that appear in the objective

function (5a) with the following sample means:

formula r; ; = log( ), where S; ; represents the price of asset i at time ¢, and r; ;

AR +
l(r — E[rDTI = T Z (Z(n,z - fi)xi)

t=1 \i=1
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1 T N =P\ 7
I = EUD "y =— > (Z(rm - fi)x,) :
Tr \i=1| \i=1
so that
A + I—a [ N -7\ 7
Pa,p(r) = T ZZ] (;(ri,t — ;i)xi) + 1 ,21 (;(”i,z - fi)xz)
= i= = i=

N
— Z f,-x,- . (13)

i=1
Before passing to the detailed presentation of our numerical experiences, it is noteworthy to
highlight that in the previous study (Corazza et al. 2012), PSO-S was applied to approximately
solve the /1-penalty problem (10), and its performances have been compared with those from
the application of standard Genetic Algorithms (GAs). Note that GAs can be considered
as an unquestioned benchmark in the field of evolutionary population-based metaheuristics.
The results of this comparison have shown that the two metaheuristics are more or less
equivalent, both in terms of fitness function values and of risk measure values, but the average
computational time required by GAs is about one order magnitude greater than that required

by PSO-S. This motivated our choice for a PSO-based approach, in the current paper.

5.1 Basics on REVAC

REVAC (Nannen and Eiben 2007b; Montero et al. 2014) is an Estimation of Distribution
Algorithm used to tune a-priori the value of a vector of parameters of an algorithm. It relies on
information theory to measure parameter relevance. Roughly speaking, REVAC considers a
value distribution over the parameter space, i.e., the set of the possible values for each param-
eter. Specifically, REVAC assigns high probabilities to values leading to a good compromise
between the algorithm performance and the algorithm complexity. Complexity is expressed
in term of Shannon entropy.

REVAC is an iterative algorithm: it initially creates a uniform distribution over the param-
eters space, then this distribution is iteratively refined (smoothed in REVAC jargon). This
is done by an evolutionary process that starts from an initial parameter vector population.
Then, it generates new parameter vectors by choosing the best subset of vectors with respect
to expected performance, in order to replace the eldest individuals in the population (Eiben
and Smith 2003). In our case REVAC estimates the expected performance associated to a
vector, by running PSO on small/medium size instances of the portfolio selection problem
randomly generated.

The smoothing feature is assured by an operator that defines a mutation interval for each
parameter. At each iteration, it sorts the current population parameter values and defines a new
distribution by deleting a given number of extreme values. Then, it uses this new distribution
to draw the next population parameter values randomly. The Shannon entropy is supposed
to decrease over iterations, and we can use the information gathered to infer information
on the parameters. Namely, parameters that show a great decrease of entropy are likely the
most sensitive to their values, hence they are the most promising for parameter value choices
(Nannen and Eiben 2007a).

We first ran REVAC to understand the relative relevance of parameters wy, . . ., w7, being
w; =¢i/epand e = (g9, 1, - » e7)7 is the penalty parameters vector in (10). We identified
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the 3 most sensitive parameters by selecting the 3 parameters whose entropy most decreases
over the REVAC execution. Hence, we used the outcome of this run to set the values of the
remaining parameters, by selecting their values in a pre-defined neighbourhood of the median
of their resulting performance distributions. Then, we re-ran REVAC (using these latter
parameters values) and at the end of the run we set the values of the remaining parameters,
also by selecting their values in a pre-defined neighbourhood of the median of their resulting
performance distributions.

As regards the code of REVAC, the MATLAB implementation by Volker Nannen we
adopted is publicly available at http://www.complexity-research.net/revac.

5.2 Basics onirace

Irace (Lépez-Ibaiez et al. 2016) is an Iterated RACing procedure which extends the Iterated
F-race algorithm (Balaprakash et al. 2007; Bartz-Beielstein et al. 2010). Similarly to REVAC,
itis used to automatically configure optimization algorithms, typically metaheuristics. It finds
the appropriate values of a solution algorithm parameters given a set of tuning instances of
an optimization problem. Irace is based on the repeated application of the racing technique
introduced in Maron and Moore (1997), which

e tests a set of parallel configurations,
e quickly discards the ones that are clearly inferior,
e concentrates on differentiating among the better ones.

At each iteration irace selects the configurations to be discarded, by applying statistical tests
such as the Friedman’s non-parametric two-way analysis of variance by ranks, its extensions
or the paired sample 7-test. In addition, irace adopts an adaptive capping mechanism, which
reduces the time wasted in the evaluation of poorly performing configurations, by bounding
the maximum running time permitted for each such evaluation (Céceres et al. 2017).

As for REVAC, we ran irace to determine the values of the parameters w and ¢ (see
Sect. 5.1). We used 18 tuning instances and we set a budget of 1000 calls to targetRunner as
the maximum number of iterations.

As regards the code of irace, we used the R implementation which is publicly available
at https://www.r-project.org/package=irace. In particular, we edited the appropriate R script
to execute MATLAB on our PSO algorithm over the tuning instances.

5.3 PSO parameter settings and data

Similarly to what was done for the assessment of the penalty parameters (see Sect. 4.1), here
we consider two different approaches for the PSO parameter setting, too.

In the first one, we used the same setting for PSO-D, PSO-S, PSO-R and PSO-1. Namely,
we set ¢ = ¢f = 1.49618, w* = 0.7298 and x* = 1 (see also Eberhart and Shi 2000;
Serani et al. 2016). Furthermore, we used the same random values for the initial positions
and velocities of the particles of PSO-D, PSO-S, PSO-R and PSO-I. By doing so, we allowed
full comparability of the results coming from the various setting strategies of the penalty
parameters.

In the second approach, for our PSO-D we set ck, cg and w* by adopting some dynamic
updating rules, while for PSO-R and PSO-I we determined these parameters by applying
the REVAC-based tuning procedure and the irace-based one, respectively. Regarding the
dynamic updating, in order to overcome some drawbacks of the standard PSO, we considered
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rules that have shown to be both methodologically founded (see, e.g. Ratnaweera et al. 2004b)
and operationally effective when applied to portfolio selection problems (see, e.g. Guang-
Feng et al. 2012). In particular, for c]]‘. and cg we respectively used

k k k k
Cj = Cj,max + (Cj,rnin - Cj,max) ? and Cg = Cg,min + (Cg,max - Cg,min) E

)

where ¢ min = Cg,min = 0.5and ¢; max = Cg,max = 2.5 according to the prevailing literature,
and K indicates the maximum number of iterations. Notice that clj‘. is linearly decreasing while

cf, is linearly increasing. Moreover, the last choice ensures a remarkable global search at the
beginning of the process and a deeper exploitation at the end of the process, with respect to
the standard PSO. At the same time, for w* we used
k K —k k
W" = Wnin + (Wmax — Wmin) T and x =1,

where wpin = 0.4 and wpax = 0.9, again according to the prevailing literature. Note that
w is linearly decreasing and that its dynamics mainly steers exploration at the outset of the
iterative process, while privileging exploitation in the end compels the particles mainly to
explore at the beginning of the search and mainly to exploit towards the end of the iterations.

As for the setting of the parameters of the risk measure (5a), itis standard. Weuseda = 0.5
and p = 2 as often considered in literature (see, for instance, Corazza et al. 2013; Chen and
Wang 2008). Conversely, we tried different settings of the parameters of the constraints (5d) to
test our hybrid metaheuristic in various stressing configurations. Specifically, we considered
three different pairs of cardinality constraints: (K, K;,) = (5, 9) for small portfolios to select
within a small cardinality range, (K4, K,) = (30, 34) for large portfolios to select within a
small cardinality range, and (K4, K,,) = (5, 34) for small-to-large portfolios to select within
alarge cardinality range. For all these three (K, K,,) configurations, we used the same values
of the minimum and maximum percentages of capital to invest in each asset, namely d = i
and u = é in (5e). In other words, we allowed the same capital investment for each asset in
all the investigated configurations. Finally, for all the three (K4, K,,) configurations, we have
considered three values of the minimum desired expected return of the portfolio r, close to
the maximum expected return of portfolio achievable in that scenario.

Regarding the financial data, we considered the daily closing prices of 38 of the 40 assets
composing the Italian stock index FTSE MIB, from January 15, 2016 to March 15, 2018,
for a total of 564 prices for any asset. The exclusion of two assets is due to the fact that their
listing on the Italian stock exchange started after January 15, 2016.

Lastly, as for the implementations of PSO-D, PSO-S, PSO-R and PSO-I, we set P =
2 - 38 = 76, i.e. we choose the number of particles as twice the number of variables, a
standard setting in several PSO-based methods (see, for instance Serani et al. 2016).

5.4 Results

In this subsection, we show that PSO-D is competitive with all PSO-S, PSO-R and PSO-I.
Furthermore, we also perform a comparison between PSO-D, PSO-R and PSO-I and ES,
showing that PSO-D is competitive in terms of CPU-time, at a modest expenses of the
accuracy of the provided solutions.

We ran the metaheuristics PSO-D, PSO-S, PSO-R and PSO-I 25 times, performing 100
iterations each, for any configuration of the portfolio selection problem described in Sect. 3.
We chose both the number of runs and the number of iterations unusually small, to show
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the effectiveness of our hybrid metaheuristic PSO-D even in presence of few runs and a few
iterations.

Hereinafter, with reference to the portfolios detected by the metaheuristics PSO-D, PSO-
S, PSO-R and PSO-I, we use the terminology which follows. By optimal portfolio (OP) we
mean the best portfolio in terms of fitness detected by a swarm at the end of a run after 100
iterations. By global optimal portfolio (GOP) we mean the best portfolio in terms of fitness
detected during all the 25 runs by the various swarms facing the same configurations of the
portfolio selection problem. In other words, GOP is the best portfolio, in terms of fitness,
among the 25 detected OPs.

With reference to the first PSO parameter setting approach (i.e., clj‘. = c]g‘, = 1.49618,

wy = 0.7298 and x* = 1), in Table 1 we report the results of PSO-D and we compare them
with those of PSO-S, PSO-R and PSO-I, and in Table 2 we compare the results of PSO-D,
PSO-R and PSO-I with the ones by the exact solver ES. Analogously for Tables 3 and 4 ,
which report the results from adopting the second PSO parameter setting approach. Lastly, as
an example, in Fig. 1 we also graphically plot some results from the numerical experiments.

As we describe in the following, the GOPs provided by our hybrid metaheuristic PSO-D

are generally not worse in terms of quality of the solutions than those provided by PSO-S,
PSO-R and PSO-I, and are always better in terms of the computational time required to
calculate them.
(1) PSO-D versus PSO-R and PSO-I Tables 1 and 3 compare the results of PSO-D, PSO-R
and PSO-I when applied to the configurations of portfolio selection problem introduced in
Sect. 5.3. In particular, column 3 (MH) indicates the metaheuristic from which the results
come. Columns 4 (Pprg) and 5 (P) respectively report the values of the fitness before and
after the final refinement is applied. Analogously for columns 6 (pprg) and 7 (p), but with
respect to the value of the risk measure of the portfolio return, and for columns 8 (rprg) and
9 (r), but with respect to the achieved minimum expected return. Column 10 (#) provides
the number of assets selected in the GOP. Column 11 (% <p) gives the percentages of
OPs generated by PSO-D, PSO-R and PSO-I that respectively have fitness values lower than
the ones associated to the OPs generated by PSO-S. Finally, column 12 (% F) reports the
percentages of OPs which are feasible. We highlight that for comparative purposes we also
applied the final refinement to PSO-R and to PSO-1.

Table 1 suggests that, jointly considering the solution quality and the required computa-
tional time, the results of PSO-D are definitely better than those of PSO-R and PSO-I. Table 3
suggests the same, although a slight worsening of the quality of all the solutions is detectable.
We will return to this aspect shortly.

Now, consider the effectiveness of the refinement procedure in PSO-D. In general, the
values reported in columns 4 and 5 of Tables 1 and 3 point out a dramatic decrease of
the fitness due to the refinement of the solutions. The refinement tends to reduce/cancel
the infeasibility of the solution. Moreover, the values of the risk measure after refinement
(column 7 of Tables 1 and 3) also improve with respect to the values of the risk measure
before refinement (column 6 of Tables 1 and 3), although not as evidently as for the fitness.

Then, consider the feasibility of the solution provided by PSO-D. Constraints (5b)—(5f)
are often violated (column 12 of Tables 1 and 3). Anyway, their violations are generally very
small, so that to large extent infeasibility is not really a concern for OPs using PSO-D.

Finally, consider the comparison between PSO-D, PSO-R and PSO-I from Tables 1 and
3. The performances of PSO-D, PSO-R and PSO-I in terms of fitness of the solution, of risk
measure of the portfolio return, of the achieved minimum expected return of the portfolio and
of the number of selected assets (columns 5, 7, 9 and 10 of Tables 1 and 3 , respectively) are
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Fig. 1 In the upper panel, the average values over the iterations of the fitness functions of PSO-D and PSO-S
(dashed and continuous line, respectively). In the lower panel, the average values over the iterations of the
risk measures. These values refer to the second run (out of 25) of PSO-D and PSO-S, associated to the first
PSO parameter setting approach and to the configuration with parameter setting (K4, K;) = (30, 34) and
re = 0.00045

generally similar. Nevertheless, PSO-D needs on average less then 4% of the computational
time requested by PSO-R or PSO-L.

Now consider as an example Fig. 1. It is structured in two panels. The upper one presents
the average value of the fitness function at particles position, for PSO-D and PSO-S, as a
function of the number of iterations (dashed and continuous line, respectively). The trends
of these values are representative for the great majority of the considered configurations
of the portfolio selection problem. PSO-D induces a faster decrease of the fitness function
since the early iterations. In addition, Column 11 of Table 1 shows that 80.89% of the OPs
generated by PSO-D have a final fitness which is lower than the fitness of the corresponding
OPs generated by PSO-S. Analogous arguments apply to the lower panel of Fig. 1, which
presents the values of the risk measures returned by PSO-D and PSO-S.

(2) PSO-D, PSO-R, and PSO-I vs. ES. Tables 2 and 4 compare the results returned by PSO-
D, PSO-R and PSO-I with the one generated by the exact solver ES, when applied to the
configurations of portfolio selection problem introduced in Sect. 5.3. In particular, columns 3
(pEs), 4 (res) and 5 (#gs) respectively report the values of the risk measure, of the achieved
minimum expected return and the number of selected assets provided by ES. Columns 7
(%), 8 (%,) and 9 (%) respectively report the percentage values of the differences of
the risk measure, of the achieved minimum expected return and of the number of selected
assets provided by PSO-D, PSO-R and PSO-I, with respect to the corresponding values of ES.
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Column 10 (%, ) gives the percentages of assets selected by ES which have been selected also
in the portfolio generated by PSO-D, PSO-R and PSO-I (the desired value is possibly 100%)
and column 11 (% ,;) reports the percentages of assets selected in the portfolio generated
by PSO-D, PSO-R and PSO-I, which have not been selected also by ES (the desired value
is possibly 0%). For the sake of completeness, we strongly remark that the formulation (5)
does not admit in general a unique solution.

The GOPs generated by our hybrid metaheuristic PSO-D are obviously sub-optimal when
compared to those selected by the exact solver ES. However they are to large extent reasonably
acceptable in practice. Indeed, with particular reference to the first PSO parameter setting
approach, with the exception of a few cases, the values of the indicators %, and %, (see the
results in columns 7 and 8 of Table 2) are close to 0. Moreover, several portfolios generated
by PSO-D are much “similar” to the ES ones. Indeed, the percentages of assets selected in
both the ES portfolios and in the PSO-D ones is generally high (see the results in column
10 of Table 2). Conversely, the percentage of assets selected in the PSO-S portfolios which
were not selected in the ES ones is generally low. Similar results also hold for the PSO-R
and the PSO-I portfolios.

Regarding the second PSO parameter setting approach, Table 4 confirms these results
but in a weaker way, as already pointed out for those presented in Table 3. Indeed, all the
considered indicators (i.e., %, %, %#, %1, and %oy;) are worse than the corresponding
ones reported in Table 2. This widespread and meaningful numerical evidence indicates
that ad hoc settings of the PSO parameters generally worsen the performance of our exact
penalty-based approach, at least in presence of few runs and a few iterations.

6 Conclusions and future work

In this paper, starting from the results in Corazza et al. (2013), Corazza et al. (2012), we have
proposed a novel hybrid metaheuristic based on PSO with a dynamic penalty approach, for
rapidly solving complex mathematical programming problems. We have applied our hybrid
approach to an unconstrained reformulation of a realistic portfolio selection problem. We
have performed a set of experiments, comparing our PSO scheme with both an exact method
and with a REVAC-based / irace-based variants of PSO that resort to a static parameter tuning
approach. Results show that our proposal compares favourably with the exact solver and with
the REVAC / irace approach, but it requires much less computational time. This aspect is of
great interest for practitioners, that could introduce our approach in their daily operations.
Furthermore, the comparison between our PSO scheme (i.e., a dynamic parameter control
approach) and a parameter tuning approach based on REVAC / irace is useful, in the ongoing
discussion about parameter settings, and can be applied to other meta-heuristics to study their
performances.

Although we obtained satisfactory numerical results, our research seems to offer further
opportunities for possible improvements and extensions. In particular, combining PSO with
a globally convergent method for derivative-free optimization may possibly provide a better
quality of the solutions (see also Griffin and Kolda 2010). This latter fact deserves additional
investigation, in order to further exploit the structure of portfolio selection problems (i.e. the
convexity of problem (5) with respect to the subvector of unknowns x).
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Appendix A: Portfolio selection problem: a possible mixed-integer for-
mulation

In this appendix, we reformulate problem (5) as a nonlinear mixed-integer programming prob-
lem. This reformulation provides a model whose instances can be solved by standard exact
algorithms as FIIMINT (which is an iterative method based on a Branch-and-Cut framework),
publicly available on NEOS server (http://www.neos-server.org/neos/). The main purpose of
this section is to provide a formulation of our portfolio selection problem, whose exact
solution can be possibly used as a reference in our numerical experience (see Tables 1
and 2).

In accordance with (Chen and Wang 2008), the resulting nonlinear mixed-integer pro-
gramming problem with 2N + 2T unknowns is:

T T N
i a 1—a A
min T Zﬁt +— Z )/,P - ant (A.1a)
x,z,B,y — T7r =1 i=1
N
,31—%=Z(ri,t—fi)xi, t=1,....T (A.1b)
i=1
N
Z;im >r, (A.lc)
i=1
N

Yx=1 (A.1d)

N
Ki<Y z <K, (A.le)
i=1
dzi < x; <uz, i=1,...,N (A.1f)
zef0,1), i=1,..,N (Alg)
ﬂ[,y[ZO, tzl,...,T. (A.lh)

In the given formulation, conditions (A.lc)—(A.1g) are trivially equivalent to (5b)—(5f).
In addition, we write the objective function (5a) as in (13) where we introduce the vari-
ables BT = (B1,....B7), vT = (y1,..., yr) as a standard trick to linearize the terms
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+ —_
(ZlN:] (rir — fi,,)x,) and (Zf\’:](”i,z — f,-,,)xi) . Indeed, conditions (A.1b) and (A.1h)
imply that

N + N

Bz Y i —Fin)xi and > (Y Gip—Fiox) . t=1,....T. (A2)

i=1 i=1

In particular, we can rewrite (A.1b) as ; = ZlNzl (ri+ — Fi)xi + y:. Hence, as y; > 0, we
obtain B, > YN [ (r;, — #)x; and, as f; > 0, B > max{Y (r;, — 71)x;, 0). We finally
observe that the inequalities (A.2) hold as equalities in any minimum of problem (A.1). As an
example consider any feasible solution (¥, zZ, 8, 7), for which the value of ZlNzl (rie —Fi)Xi
is nonnegative and such that v; > Z,N: 1(ri,y — F)X; and w; > 0. Since variables v and w
have positive coefficients in the objective function (A.la), and no other constraint different
from (A.1b) and (A.1h) involves B and y, then it is immediate to find feasible solution
(x,z, B, 7) that dominates (X, z, 8, 7). Just set 5 = B, respectively 7 = ¥, except for
B, = Z,N=1 (ri+ — Fi)X;, respectively for 7, = 0.

As indicated in Sect. 5, we use formulation (A.1) to obtain the optimal values p* of our
portfolio selection problem instances, to be compared with the values obtained through PSO.
Unfortunately, the optimal solution of problem (A.1) may be particularly cumbersome to
compute by an exact solver, when a large size instance is considered. All the same, we can
use the linear relaxation of (A.1) to easily obtain a lower bound of p* and, hence, to be able
to asses the PSO performances even for a large size instance.

Indeed, we can observe that, if we relax constraints (A.1g) with 0 < z; < 1 for all i, the
objective function (A.la) becomes a convex functional as it is sublinear. In addition, also
the feasible set defined by constrains (A.1b)—(A.1h) becomes convex. Consequently, all the
feasible stationary points of the linearly relaxed version of (A.1) are optimal and the value
assumed by the objective function (A.1a) at these points provides a lower bound for p*. Due
to the convexity properties of the relaxed version of (A.1a), its stationary points are relatively
easy to determine using standard nonlinear optimization algorithms.
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