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Abstract

In many practical problems the assumption that the data are generated by a single pro-
cess does not hold. Mixture models can deal with this issue and represent a useful resource
also in the context of extreme values. A typical scenario with extreme events is that there
are two processes underlying the data: one that occurs with a much higher frequency and
another which takes place more rarely but can lead to stronger magnitudes. However, sim-
ulation studies and applications to real data show that the rare type may not always cor-
respond to the most extreme events and that the tails of the type-specific data-generating
processes are not always identified by this information. Therefore, we aim at creating a new
regression model that exploits the type of event as a covariate, together with other variables
of interest, such as spatial characteristics.

Keywords: extreme value theory, finite mixtures, environmental problems

1. Introduction

The typical assumption that the data are representative of a unique population of interest is often too
restrictive in real world problems. This constitutes an issue that is interesting to tackle in the extreme
value framework (1), where the focus is not as usual on the behaviour of the central part of the distribu-
tion of the process of interest, but on the tail behaviour, that corresponds to the rarely observed events.
Extreme value theory aims indeed at quantifying the stochastic behaviour of a process at extremely large
(or small) values on the basis of asymptotic results and provides approaches that are specifically designed
for the analysis of this kind of data. In this context the observations, which consist in maximum values of
the measured process in a block, are usually assumed to be i.i.d. draws from an appropriate long-tailed
distribution, typically the Generalized Extreme Value (GEV) distribution, which is a limiting distribution
supported by theoretical results, but other distributions have been proposed and exploited.

Examples of rare events where the data are actually generated by at least two distinct processes
are rainfalls generated by typhoon and non-typhoon weather systems, floods originating from a mixture
of rainfall and snowmelt or, in a non-environmental context, stock prices bursts linked to the impact
of different economic cycles. In order to take into account the specific nature of the data and exploit
appropriate methods to deal with variables whose distribution is determined by multiple components, it
is possible to exploit finite mixture models (2; 3). These models are used to describe the data as being
drawn from a density which is modelled as a convex combination of components, each with a specified
parametric form. Hence, they typically involve more parameters than single population models, which
results in a more complex estimation in favor of a gain in flexibility.

The research is driven by the application to hydrological area, where due to natural hazards the
estimation of the frequency of the extreme events is crucial. In the literature there are numerous studies
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on the application of mixture distributions for analysing hydrological extremes. The first contribution
in this direction is the one of Rossi et al. (5), who defined the two-component extreme value (TCEV)
distribution, which assumes the individual floods to arise from a mixture of two Exponential distributions
and the number of events in a year to be generated from two Poisson distributions. Hence they specified
a four-parameter distribution, that can be considered a generalization of the Gumbel distribution, which
is a special case of the GEV distribution obtained by setting the shape parameter equal to 0. In particular,
the TCEV distribution has CDF which is exactly the product of two Gumbel CDF’s. Among others,
Kjeldsen et al. (4) proposed instead a Gumbel mixture distribution for modelling extreme events from
two different phenomena. Considering the independent random variables X1 and X2 that correspond to
the annual maxima of two different processes, the CDF of the annual maximum X is expressed in terms
of conditional distributions as

FX(x) = G1(x)(1− ω) +G2(x)ω,

where ω is the probability that the annual maximum value is a result of the process of type 2 and G1 and
G2 are conditional distributions of the events of type 1 and type 2, respectively, that are two-parameter
Gumbel distributions. This model, unlike the TCEV one, allows to deal with scenarios in which events
of type 2 do not occur every year. It also exploits more information than the TCEV one, by taking
into account the label that identifies the type of event associated to the annual maximum, but there is,
however, one additional parameter to estimate. Furthermore, knowing a priori the population originating
each event is often difficult in practice. Even when the data are labelled with the type of event, it is not
always the case that these labels actually identify the various subgroups in the tail population. Indeed, the
events that happen infrequently are not always the most extreme. In this research we aim at using finite
mixture models incorporating the labels as a covariate of the model rather than a deterministic identifier.

2. Models for multi-component extremes

We are interested in finite mixture models for the analysis of series of maximum events originated
from multiple populations, focusing on a flexible description of the tail of the distribution. We begin
from models which assume that the labels are a known deterministic identifier, and extend the idea to
allow for noisy labels.

2..1 Finite mixture models for fixed categories
Without loss of generality, we consider data from two different processes. In the TCEV model (5)
the CDF of the annual maximum is written as the product of two Gumbel CDF’s: one with location
parameter µ = θ1 log λ1 and scale parameter σ = θ1, and the other with location parameter µ = θ2 log λ2

and scale parameter σ = θ2. Table 1 shows the average proportion of type 2 events in the 10 most
extreme values in 500 samples of 1000 simulations from a TCEV model with different choices of ratios
of parameters, accounting for the fact that by definition of the model λ1 > λ2. It is not straightforward to
understand how the combination of parameters controls the prevalence in the tail, and it is difficult also

λ1/λ2 = 1.5 λ1/λ2 = 2 λ1/λ2 = 5
θ2/θ1 = 0.5 0.0018 (0.2213) 0.0012 (0.1565) 0.0000 (0.0357)
θ2/θ1 = 1 0.4042 (0.3969) 0.3244 (0.3321) 0.1732 (0.1664)
θ2/θ1 = 1.5 0.9090 (0.5135) 0.8794 (0.4591) 0.7624 (0.2999)
θ2/θ1 = 2 0.9924 (0.5902) 0.9892 (0.5450) 0.9722 (0.4055)

Table 1: Average proportion of events of type 2 in the 10 most extreme ones obtained from 500
series of 1000 simulations of the TCEV model with the corresponding ratios of location and
scale parameters. Average proportion of type 2 events in the whole sample in parenthesis. For
reference λ2 = 2 always and θ1 = 1 everywhere except in the first row, where it is 2.
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to acknowledge the role in the parameters in determining the total proportion of type 2 events (displayed
in parenthesis in the table). Indeed, for some choices of ratios, type 2 events are not the rarest ones, but
are still the strongest in terms of magnitude.

The Mixture Gumbel model (4) defines the CDF of the annual maximum as

FX(x) = (1− ω) exp

{
− exp

[
−x− µ1

σ1

]}
+ ω exp

{
− exp

[
−x− µ2

σ2

]}
, (1)

with ω < 0.5 since, as in (5), events of type 1 are expected to occur more frequently. The parameters
µ1, σ1, µ2, σ2 are the location and scale parameters of the two Gumbel distributions of events from pro-
cess 1 and 2, respectively. Figure 1 shows how the distribution of 1000 simulated data from this model
(with ω = 0.2) changes with different ratios between the location parameters and the scale parameters.
The location parameter µ1 is kept equal to 10, while the scale parameter σ1 is put equal to 3, except in
the case µ2/µ1 = 1.5 and σ2/σ1 = 0.5, when it is 4, and in the case µ2/µ1 = 2 and σ2/σ1 = 0.5, with
σ1 = 5. Every histogram displays the distribution of the simulated mixture model with corresponding
choices of the parameters, and the proportion of density in each bin that comes from each process is
identified by using two different colours, light for process 1 and dark for process 2.

It is possible to recognise that the conditional distribution dominating the tail of the mixture can
change depending on the parameter combinations: with some choices of the parameters the rare events
(type 2) do not prevail in the right tail and frequent events (type 1) also can correspond to the most
extreme values. This is also noticeable in Table 2, which displays the proportion of type 2 events in the
10 most extreme values among 1000 simulations (top 1%) from the Mixture Gumbel model with the
same ratios of scale and location parameters as Figure 1. As expected type 2 events are the majority
when both µ2/µ1 and σ2/σ1 are large. These results indicate that the model is flexible and can represent
multiple scenarios, which is appealing since real life data may also behave in this way. Therefore, it is
preferred over the TCEV one as a starting point of our model.

µ2/µ1 = 1 µ2/µ1 = 1.5 µ2/µ1 = 2
σ2/σ1 = 0.5 0.0062 0.0350 0.1030
σ2/σ1 = 1 0.2800 0.5408 0.8482
σ2/σ1 = 1.5 0.7254 0.9276 0.9632
σ2/σ1 = 2 0.9296 0.9742 0.9902

Table 2: Average proportion of events of type 2 in the 10 most extreme ones obtained from
500 series of 1000 simulations of the Mixture Gumbel model with the corresponding ratios of
location and scale parameters. The mixing parameter ω is equal to 0.2.

2..2 Finite mixture models for uncertain categories
Although the division of the data point made using the labels may make sense from a physical point of
view, it is not necessarily appropriate for describing the tails of the distribution, hence we want to use
them to inform the inference but not completely condition it, using also other variables to enhance the
model. Therefore, rather than having pre-fixed groups using the labels, we want to allow the data to be
informative and to let the allocation be driven by them. Without loss of generality, we assume that the
data come from two populations.

Considering the data x = (x1, . . . , xn) and the latent allocation variables z = (z1, . . . , zn), with zi
that identifies the mixture component xi belongs to, and the denoting by ℓ = (ℓ1, . . . , ℓn) an observed
vector of binary labels such that ℓi indicates the type of event generating the data point xi, for i =
1 . . . , n, we define the model

xi | zi = j
ind∼ Gumbel (xi | θj) ; θj = (µj , σj)

zi | ℓi
ind∼ Bernoulli (zi | ωi) ,

ωi =
exp(β0 + β1ℓi)

1 + exp(β0 + β1ℓi)
, i = 1, . . . , n.

(2)
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Figure 1: Histograms of the distribution of 1000 simulated data from the Mixture Gumbel model
with different ratios of the location parameters and the scale parameters. The mixing parameter
ω is always equal to 0.2. For each bin the area is coloured according to the proportion that is
due to process 1 (light) and process 2 (dark).

Thus ωi is derived from a logistic regression as a function of the labels, but this could be generalised to
include additional covariates informing the data allocation in the tails. This hierarchical structure allows
a more flexible modelling of extreme events that do not originate from a single population and, since the
labelling is data-driven, it does not require the labels to be known.

3. Preliminary results

We carry out a simulation study to assess what happens when the labels are not a good representation
of the mixture allocation for the tails, using both Model 1 and Model 2. Indeed, we explore how the
results change and how robust they are by considering also a scenario where the labels are not the actual
identifiers of the type of process, but a small percentage of them is swapped and therefore wrong. We
produce 500 series of n = 1000 annual maximum events generated from a Mixture Gumbel model
with parameters µ1 = 10, µ2 = 20, σ1 = 3, σ2 = 5 and ω = 0.2, and we estimate the parameters by
numerical maximum likelihood. For Model 2 we allocate to type 2 the data points with the estimated ωi

greater or equal to 0.5, and the other ones to type 1. For comparison with the Mixture Gumbel model,
an estimate of a single ω is then computed as the number of units assigned to type 2 over the total. In
Model 1 the parameter ω is simply estimated as the ratio between the number of observed type 2 events
and the total number of events.

Tables 3 and 4 show the maximum likelihood estimates related to the two different likelihoods when
the labels are the actual ones and when 10% of them are wrong, respectively. It is possible to notice that
if the true labels are provided (so they actually identify the type of process) both models can accurately
estimate the parameters, whereas when the information on the type of process is wrong, even by a small
percentage, we get a more robust model by using the binary regression idea (Model 2). Similarly, the
return level plots in 2 show that when the labels are not a good representation of the mixture allocation the
model that solely relies on them for estimation (Model 1) is not able to correctly capture high quantiles
while Model 2 does.
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Model with fixed ω Model with varying ωis

1st Qu. Median Mean 3rd Qu. 1st Qu. Median Mean 3rd Qu.
µ1 9.985 10.06 10.06 10.13 9.957 10.03 10.03 10.11
σ1 2.998 3.048 3.052 3.105 2.958 3.016 3.016 3.079
µ2 20.12 20.37 20.39 20.63 20.12 20.38 20.40 20.65
σ2 4.708 4.887 4.899 5.078 4.695 4.866 4.878 5.061
ω 0.193 0.200 0.200 0.208 0.193 0.200 0.200 0.208

Table 3: Summary of 500 maximum likelihood estimates of the parameters of a Mixture Gumbel
model with µ1 = 10, µ2 = 20, σ1 = 3, σ2 = 5, ω = 0.2. On the left the estimates assuming
Model 1 and on the right the ones from Model 2.

Model with fixed ω Model with varying ωis

1st Qu. Median Mean 3rd Qu. 1st Qu. Median Mean 3rd Qu.
µ1 10.01 10.09 10.09 10.17 9.949 10.04 10.04 10.12
σ1 3.027 3.088 3.091 3.152 2.958 3.023 3.025 3.102
µ2 16.50 16.78 16.77 17.03 19.90 20.36 20.21 20.68
σ2 6.477 6.649 6.655 6.828 4.695 4.914 4.979 5.185
ω 0.252 0.260 0.260 0.268 0.252 0.260 0.260 0.268

Table 4: Summary of 500 maximum likelihood estimates of the parameters of a Mixture Gumbel
model with µ1 = 10, µ2 = 20, σ1 = 3, σ2 = 5, ω = 0.2 and 10% of the labels swapped. On the
left the estimates assuming Model 1 and on the right the ones from Model 2.

Figure 2: Return level plots corresponding to 100 different estimates of the parameters of the
Mixture Gumbel model using Model 1 (pink) and Model 2 (green), when the labels are true on
the left and when 10% are wrong on the right. In black the return level curve obtained with the
true values of the parameters.

4. Discussion

When dealing with real world problems, it is reasonable to assume that extremes events originate
from a number of different types of data-generating processes. However it is not easy to find data on
extreme events that have information about the type of phenomenon which generated them. A further
issue that is not very evident in the literature concerns the fact that even when this information is made
available by domain experts, is not necessarily one that allows to discriminate between the multiple
groups in the tail of the population. We define a model in which the allocation of the data points is not
solely based on the knowledge on the type of process, i.e. the labels, but it exploits them to inform the
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inference, leading to results that are more robust to noise in the labels.
We are interested in enhancing the model by using Bayesian methods to exploit the ability of setting

priors which encode the understanding we have of the problem, and to borrow information between the
groups to estimate the model parameters. The Bayesian setting also allows to integrate in the estimation
the uncertainty in the labels. Furthermore, we aim at exploring the results of the simulation study with
real data applications, which are usually not characterised by such a high number of observations, with a
focus on the problem of unknown categories.
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